A novel first principles approach for the estimation of the sieve factor of blood samples
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Abstract: Light may traverse a turbid material, such as blood, without encountering any of its pigment containing structures, a phenomenon known as sieve effect. This phenomenon may result in a decrease in the amount of light absorbed by the material. Accordingly, the corresponding sieve factor needs to be accounted for in optical investigations aimed at the derivation of blood biophysical properties from light transmittance measurements. The existing procedures used for its estimation either lack the flexibility required for practical applications or are based on general formulas that incorporate other light and matter interaction phenomena such as detour (scattering) effects. In this paper, a ray optics framework is proposed to estimate the sieve factor for blood samples. It employs a first principles approach to account for the distribution, orientation and shape of the cells that contain hemoglobin, the essential (oxygen-carrying) pigment found in human blood. Within this framework, ray-casting techniques are used to determine the probability that light can traverse a blood sample without encountering any of these cells. The predictive capabilities of the proposed framework are demonstrated through a series of in silico experiments. Its effectiveness is further illustrated by visualizations depicting the different blood parameterizations considered in the simulations.
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1. Introduction

The study of the optical properties of blood is essential for a wide scope of biomedical applications. Examples range from the assessment of hemoglobin concentration and oxygenation levels [1] to the measurement and interpretation of photobiophysical responses of human tissues [2]. Accordingly, the investigation of light interactions with blood has always been one of the focal points of biomedical optics research [3]. In the last decades, computer simulations or in silico experiments, paired with traditional “wet” experiments, are increasingly being employed in these investigations. The information derived from these simulations, in turn, is being used to support the noninvasive measurement of tissue optical properties required for the diagnosis [4] and treatment of diseases [5].

One of the main components of these in silico investigations refers to the modeling of light absorption by organic pigments or absorbers, such as hemoglobin, in order to derive biophysical properties through inversion procedures [6–8]. The pigments’ absorption spectra used in this task are usually obtained under in vitro conditions, i.e., their extinction coefficients are computed using light transmission measurements performed in homogeneous solutions in which these pigments (or chromophores) are uniformly distributed [9]. However, in their native (in situ) state, natural pigments (e.g., hemoglobin and chlorophyll) are found in cells or organelles. As a result, when light traverses the material, refractive index differences between cell walls and intercellular medium may cause multiple internal reflections that increase the light optical pathlength, which, in turn, increases the probability of light absorption. This lengthening of the optical pathlength is referred to as the detour effect [10, 11]. To account for changes in the lengthening of the optical pathlength under in situ conditions when using in vitro absorption (or extinction) curves, several researchers choose to employ a parameter, known as the differential pathlength factor [12, 13], to scale these curves.

The distribution of absorbers within a target material can also have an opposite effect on the light absorption. More specifically, light traversing the material may not encounter any of its pigment containing structures (Fig. 1), a phenomenon known as sieve effect [11, 14]. This phenomenon, also called “pure” sieve effect since it does not involve light interactions (scattering) with pigment containing structures [16], reduces the probability of light absorption. It has been well documented [15–18] that detour and sieve effects not only have opposite influences in the absorption profile of turbid materials, but they are also more pronounced in different regions of the light spectrum. While a higher or increased rise in absorption values caused by the detour effect is more noticeable in bands of absorption minima [19], the lower or decreased rise in absorption values caused by the sieve effect is more noticeable in bands of absorption maxima [14]. For this reason, the sieve effect is also known as the absorption flattening effect [20] since the peaks in the absorption spectra of the pigments in their native state are depressed relative to the peaks for a homogeneous solution with the same average pigment concentration [21]. Despite its importance, the estimation of sieve effect has received considerably less attention than the estimation of detour effect in the scientific literature.

The formulas that have been proposed to estimate a factor that quantifies this effect [15, 20–
Fig. 1. Light traversing a medium may not encounter any of the pigment containing structures present in this medium, a phenomenon known as sieve effect.

22] usually lack the flexibility to efficiently account for changes in the shape and orientation of the pigment containing structures, and rely on measured values that may be unavailable. McClendon and Fukshansky (1990) suggested that a direct and more accurate estimation of the sieve factor for an organic tissue could be possible through a detailed examination of its anatomy. To the best of our knowledge, however, such a direct approach has not been yet presented in the biomedical literature.

In this paper, we propose a novel ray optics framework for the computation of the sieve factor for blood samples. It overcomes the practical constraints of previous methods by using a first principles approach. This approach consists in geometrically modeling the main pigment containing structures, namely the red blood cells (RBCs) or erythrocytes, and applying ray-casting techniques to compute the probability of a light ray intersecting these cells as it traverses a blood sample. The RBCs are modeled using a new and cost-effective three-dimensional representation that closely approximates their biconcave disk shape. We remark that these cells are the primary absorbers and scatterers within whole blood [23], and they are largely responsible for its optical behavior [24, 25]. We computed the sieve factor for several blood samples with varying thickness and hematocrit (percentage of blood volume occupied by red blood cells) using the proposed framework to demonstrate its predictability and effectiveness. In addition, we employed different cell shapes and orientations in our in silico experiments to illustrate the dependence of sieve effect factors on the geometry and distribution of the erythrocytes.

2. Methods

2.1. Background

The transmittance of light traversing a homogeneous solution at a wavelength $\lambda$ can be obtained using the Beer-Lambert law [16]:

$$T(\lambda) = \frac{\Phi_t(\lambda)}{\Phi_i(\lambda)} = e^{-\epsilon(\lambda)cd}, \quad (1)$$

where $\Phi_t/\Phi_i$ corresponds to the ratio of incident to transmitted flux, $\epsilon$ and $c$ are the extinction coefficient and the concentration of the absorbing substance (pigment) respectively, and $d$ is the optical pathlength through the sample.
Inverting Eq. (1) yields Eq. (2), the optical density:

\[ D(\lambda) = \ln \left( \frac{\Phi_i(\lambda)}{\Phi_t(\lambda)} \right) = \varepsilon(\lambda)cd. \]  

(2)

In order to compute the optical density of a turbid material such as blood, one can employ a modified version of the Beer-Lambert law given by Eq. (3):

\[ D(\lambda) = \ln \left( \frac{\Phi_i(\lambda)}{\Phi_t(\lambda)} \right) = \beta(\lambda)\varepsilon(\lambda)cd, \]  

(3)

where \( \beta \) corresponds to a scale factor to account for sieve and detour effects.

The scale factor denoted by \( \beta \) is called differential pathlength factor in studies involving human tissues [12] and ratio or factor of intensification in studies involving plant tissues [15]. While in the former it is usually associated only with the lengthening of the optical pathlength due to detour effects, in the latter it also includes the influence of possible sieve effects that could decrease light absorption [15]. For completeness, we adopt the latter description in this paper, i.e., we define \( \beta = \beta_s\beta_d \), where \( \beta_d \) corresponds to the detour factor and \( \beta_s \) corresponds to the sieve factor, the focus of this investigation. It is important to note that the sieve effect is wavelength independent [14] since it corresponds to the absence of light interactions with absorbers.

In the literature, several formulas exist for the computation of the sieve factor. For example, Duysens (1956) and Pittman (1986) proposed the following expression:

\[ \beta_s = \frac{D_{\text{sol}}(\lambda)}{D_{\text{sol}}(\lambda)}, \]  

(4)

where \( D_{\text{sol}} \) and \( D_{\text{sol}} \) correspond to the optical densities of the pigment in suspension and in solution respectively. If a measured value for \( D_{\text{sol}} \) is unknown, it is replaced by an approximated value. For example, Duysens (1956) provided approximations for suspensions composed of cubical, spherical and arbitrary shaped particles, and Pittman (1986) provided the following formulas [Eqs. (5) and (6)] to approximate the optical density of red blood cells in suspension:

\[ D_{\text{sol}}(\lambda) = m \log_{10} \left[ 1 - aH(1 - 10^{-\varepsilon(\lambda)c_hb}) \right], \]  

(5)

and the optical density of hemoglobin in solution:

\[ D_{\text{sol}}(\lambda) = \varepsilon(\lambda)c_hHd, \]  

(6)

where \( c_h \) is the concentration of hemoglobin in a red blood cell, \( H \) is the hematocrit, \( a \) is the cellular shape factor, \( m \) is the number of cell layers, and \( b \) is the average pathlength through a red blood cell.

Another formula [Eq. (7)] to estimate the sieve effect factor was provided by Fukshansky (1978):

\[ \beta_s = \frac{D_{\text{sol}}(\lambda) - D_{\text{sol}}(\lambda)}{D_{\text{sol}}(\lambda)}, \]  

(7)

where

\[ D_{\text{sol}}(\lambda) = -\ln \left( (1 - \gamma) + \gamma e^{-\frac{1}{4}D(\lambda)_{\text{sol}}} \right), \]  

(8)

and \( \gamma \) corresponds to the fractional area occupied by the pigment containing structures.

We remark that these sieve factor estimation formulas rely on the availability of measured data. Furthermore, the approximations for optical density given in Eqs. (5) and (8) do
not account for changes in shape, distribution or orientation of the pigment containing structures. Finally, recall that the sieve factor corresponds to the probability that light does not encounter the absorbers, i.e., $0 \leq \beta_s \leq 1$. However, if $D_{sus}(\lambda) \geq D_{sol}(\lambda)$ (which may be true for blood [24, 26]), then $\beta_s = D_{sus}(\lambda)/D_{sol}(\lambda) \geq 1$. This indicates that the estimation provided by Eq. (4) also includes detour effects. In fact, Duyssens (1956) and Pittman (1986) state that the ratio $D_{sus}(\lambda)/D_{sol}(\lambda)$ depends on the amount of light absorbed by the cells, which is only possible if one accounts for the light interactions (scattering) with the pigment containing structures (RBCs). Since by definition [11, 14, 16] sieve effect does not involve such interactions, it is clear that this ratio incorporates detour (scattering) effects, which by definition [10, 11] account for such interactions. Similar observations with respect to other natural pigments (e.g., chlorophyll) have been reported in the literature [15]. In the proposed framework, which is described in the following section, the limitations outlined above are addressed through the application of a first principles approach.

2.2. Framework

The proposed framework combines ray optics concepts with ray casting techniques to obtain an estimate for the sieve factor of blood samples contained in a testing volume. In this section, we describe the general algorithm and blood-specific parameterizations used in our simulations, and outline relevant implementation issues.

2.2.1. General Algorithm

A Monte Carlo based algorithm is employed in our in silico experiments, and its basic steps are summarized as follows:

1. initialize no-hits counter $n = 0$
2. generate and randomly distribute cells within the test volume according to user-specified parameters defining the experimental conditions
3. compute the number of cells intersecting a ray sent through the volume
4. if no cells are intersected by the ray, increment $n$
5. repeat steps 2-4 $N$ times
6. compute sieve factor $\beta_s = n/N$

The main reason for randomly varying the distribution of the cells within the whole sample volume at each iteration is to closely approximate the actual three-dimensional arrangement of the RBCs along the ray path. In a given experiment, these cells occupy a certain percentage (given as an hematocrit value) of the sample volume. If we choose to consider only a small section of this volume along the ray path, then we have to deal with a smaller number of cells. The distribution of the cells in this region, however, is affected by the distribution of the cells within the whole volume. For example, for a given blood sample characterized by a hematocrit of 5%, we know that 5% of the volume is occupied by the RBCs. However, there are regions of this volume occupied by many cells, and others that are occupied by few cells. As a result, a ray traversing a very populated region will have a high probability to hit a cell, while a the ray traversing a scarcely populated region will have a low probability to hit a cell. Since we do not know a priori the number and the geometrical arrangement of the cells along the ray path, we need to consider their distribution with respect to whole sample volume. Furthermore, by also varying the ray entrance point in the sample volume at each iteration, we can obtain asymptotically convergent results in a faster rate [27]. In order to choose different entrance
points for a ray without introducing any bias in the Monte Carlo simulations, it is necessary to consider the distribution of the cells within the whole sample volume.

2.2.2. Testing Volume

Volume size affects algorithm performance since cell count is proportional to volume. For example, a 1.0 mm$^3$ sample of human blood with hematocrit equal to 5% contains approximately $5 \times 10^5$ red blood cells [3]. It would be computationally expensive to consider such a volume since $5 \times 10^5$ ray-cell intersection tests would be required per iteration. Hence, to reduce cell count, we selected a rectangular prism volume with dimensions given by $0.1\text{mm} \times 0.1\text{mm} \times t$, where $t$ corresponds to the blood sample thickness.

2.2.3. Cell Geometry

Although red blood cells resemble biconcave disks [3], they are usually approximated by simple objects, such as volume or surface area equivalent spheres [3, 23], in studies involving the optical properties of whole blood. In simulations of light scattering by a single RBC, more elaborated objects are used to represent its biconcave disk shape. For a review of these objects, the interested reader is referred to the work by Wriedt et al. (2006). Although these objects could be employed in the proposed framework, they would substantially decrease performance since the computation of ray intersections with these objects would require the solution of complex equations. Alternatively, these objects could be tessellated into simpler primitives (e.g., triangles). In this case, one would have to solve simple equations. However, in order to keep the representations accurate, one would also have to tessellate each object into a large number of primitives (on the order of thousands [28]). This would make the computation of ray-cell intersections $O(cp)$ instead of $O(c)$, where $c$ and $p$ correspond to the number of cells and the number of primitives respectively. In other words, thousands of intersections tests (one per each primitive) would need to be computed per cell to determine the actual ray-cell intersection point.

In our in silico experiments, we employed an representation for the RBCs that consists in the union of a torus with a cylinder, herein referred to as the TUC-cell (Fig. 2). It closely approximates the overall biconcave disk shape of RBCs, and allows the computation of ray-cell intersections (three per cell) through the solution of simple and cost-effective equations associated with the standard geometrical primitives that form the TUC-cell. It is important to note that not all erythrocytes have exactly the same shape, and small deviations from the standard biconcave disk shape are expected specially due to micro and macro environmental changes. For example, during certain flow conditions [29], these cells change into a parachute like shape without large variations in their overall length or forward end during acceleration from rest. However, data quantitatively describing these shape deviations is not readily available in the literature. Hence, for the purpose of this investigation, it is assumed that all cells have the same shape, and the propagation of light through the samples is performed under steady-state environmental conditions.

The volume of a TUC-cell was computed taking into account the geometry described in Fig. 2, and considering the volume of the torus added to a volume of revolution defined by the volume of the cylinder not inside the torus. The resulting expression is given by:

$$V_{TUC} = 2\pi^2 R^2 r^2 + 2\pi \left[ r R^2 \sin x - r^2 R \left( \frac{1}{2} x + \frac{1}{4} \sin(2x) \right) + r^3 \left( \frac{1}{3} (2 + \cos^2 x) \sin x \right) \right], \quad (9)$$

where

$$x = \sin^{-1} \left( \frac{h/2}{r} \right). \quad (10)$$
The dimensions of a TUC-cell, given by $r = 1.29\mu m$, $R = 2.62\mu m$ and $h = 0.81\mu m$, were selected according to physiological limits provided in the literature [3]. As a result, the volume computed for the TUC-cell ($90.7\mu m^3$) using Eq. (9) is within the physiological range provided for the volume of an actual red blood cell, namely $94\pm14\mu m^3$ [3, 23].

2.2.4. Generation and Distribution of TUC-Cells

Given the testing volume ($V_{\text{prism}}$) and hematocrit ($H$), the number of TUC-cells ($K$) to be generated is computed using Eq. (11):

$$K = H \frac{V_{\text{prism}}}{V_{\text{TUC}}}.$$  \hspace{1cm} (11)

The generated TUC-cells are randomly distributed throughout the volume obeying the following rules:

1. a TUC-cell must exist entirely within the volume, and
2. TUC-cells cannot overlap.

Collision detection is performed for each TUC-cell prior to placement, preventing overlaps. This operation is simplified by encompassing each cell in a bounding volume, and then testing for intersections between bounding volumes. After the TUC-cells are distributed, their bounding volumes are removed and play no part in the actual computation of the sieve factor.

The procedure employed for collision detection has two main phases. Phase 1 tests for collision between bounding spheres (with radius $R + r$). If a collision between bounding spheres is detected, then phase 2 is executed. In phase 2, collision detection is performed using a bounding shape for the TUC-cell, henceforth referred to as "sphere pack" (Fig. 3). This shape was selected due its higher accuracy/cost ratio (compared to cylinders or torii) with respect to collision computations. The sphere pack consists of three circular planes or "plates" (top, middle and bottom with radii equal to $R$, $R + r$ and $R$ respectively), and a ring of spheres (with radius $r$).

2.2.5. Implementation Issues

The stochastic nature of the proposed simulation algorithm requires a large numbers of iterations, i.e., $N$ has to be large enough to guarantee asymptotically convergent results. In our
Fig. 3. Images describing the "sphere pack" bounding shape used to detect collisions between TUC-cells. On the left, 12 spheres are used; in the middle, 20 spheres; and on the right, 100 spheres. Top and bottom images represent the same object viewed from different angles. Note that by increasing the number of spheres forming the ring, the smoother the bounding shape becomes. However, increasing sphere count decreases the performance of the collision detection procedure.

For experiments, we used \( N = 10^5 \). Hence, the estimation of the sieve factor may become computationally expensive. However, the algorithm iterations are independent (Section 2.2.1), and therefore parallelizable. Accordingly, we implemented the proposed algorithm on the CUDA platform [30], a massively multi-threaded computational environment in which thousands of ray-cell intersection tests can be done in parallel.

We also generated images to further illustrate our in silico experiments and to broaden the analysis of their results. These images were rendered using the open-source ray-tracing simulation package “POV-Ray 3.6” [31].

2.3. Experimental Set-Up

Three sets of experiments were conducted. In each set, a different sample thickness (0.1\( mm \), 0.25\( mm \) and 1.0\( mm \)) was adopted, and three representations for the erythrocytes, namely volume equivalent spheres, randomly oriented TUC-cells (simulating agitated blood) and flow oriented TUC-cells, were used to compute the sieve factor for samples with hematocrits varying between 1% and 10%. The values selected for these experimental parameters are consistent with blood optical investigations described in the literature (Table 1).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
<th>Range</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Thickness</td>
<td>0.1( mm )</td>
<td>0.1( mm )–1.0( mm )</td>
<td>[23, 32–37]</td>
</tr>
<tr>
<td>Hematocrit</td>
<td>5%</td>
<td>1–10%</td>
<td>[23, 34, 36–38]</td>
</tr>
<tr>
<td>Orientation</td>
<td>random</td>
<td>random, flow</td>
<td>[29, 39]</td>
</tr>
</tbody>
</table>

The light incidence direction is assumed to be perpendicular to the top face of testing volume, i.e., it is parallel to the main axis of the flow oriented TUC-cells. It is important to note that a flow oriented TUC-cell is characterized by having the plane containing its main axis perpendicular to the flow direction [29, 39]. We remark that this orientation only affects TUC-cells since volume equivalent spheres are symmetrical.
Fig. 4. Plots of sieve effect factors computed for blood samples with thickness equal to 0.1mm. Three representation for the erythrocytes were considered in these experiments: volume equivalent spheres, randomly oriented TUC-cells and flow oriented TUC-cells.

Fig. 5. Plots of sieve effect factors computed for blood samples with thickness equal to 0.5mm. Three representation for the erythrocytes were considered in these experiments: volume equivalent spheres, randomly oriented TUC-cells and flow oriented TUC-cells.

3. Results and Discussion

An increase in the number of erythrocytes decreases the amount of unoccupied space within the volume of blood sample, which, in turn, increases the probability of light intersecting these cells. Hence, the sieve factor is expected to decrease as hematocrit increases [21]. As can be observed in the plots presented in Figs. 4, 5, and 6, the results provided by the proposed framework are consistent with this trend.

Similarly, the sieve factor is expected to be higher for volume equivalent spheres because their surface area and profile are smaller than those of a TUC-cell. Visually, a cell profile cor-
responds to the area occupied by a cell when projected onto a plane, \textit{i.e.}, a TUC-cell lying flat on a table appears to occupy more space than a volume equivalent sphere when looking down onto the table. As can be observed in the plots depicted in Figs. 4, 5, and 6, the results provided by the proposed framework are also consistent with this trend.

It has long been determined that the sieve effect is smaller when the pigment containing structures have an uniform (parallel) random distribution with respect to the light incidence direction \cite{14}. Accordingly, the sieve factor is expected to be higher for flow oriented TUC-cells in comparison with randomly oriented (agitated) TUC-cells. As it can be observed in the plots presented in Figs. 4 to 6, the results provided by proposed framework agree with this expectation. This difference can be visualized in the simulation images provided in Fig. 7. Note the reduced visibility of the face below the blood cells (which is perpendicular to the light incidence direction) in a flow orientation in comparison with a random orientation. The increased visibility resulting from a flow orientation is associated to a higher sieve factor, \textit{i.e.}, a higher probability of light traversing the sample without encountering any of the erythrocytes.

In order to extend our scope of observations, we also generated images depicting the different cell geometries taken into account in our \textit{silico} experiments. As it can be observed in the images presented in Fig. 8, volume equivalent spheres take less space than randomly oriented TUC-cells. Moreover, these images show how an increase in hematocrit affects the cell count and distribution. More specifically, the increase in hematocrit increases cell count, and reduces the visibility of the face below the blood sample.

It has been mentioned in the literature \cite{16} that the sieve effect is independent of the sample thickness. In fact, if one replaces $d$ by $t$ in (2), $t$ can be eliminated from Eqs. (4) and (6). We remark, however, that such estimations may incorporate both sieve and detour effects \cite{15, 40}. As can be observed in the images presented in Fig. 9, the visibility of the face below the blood sample is reduced when the sample thickness is increased and the hematocrit is kept constant. These visual simulations intuitively demonstrate that the probability of light traversing the medium without encountering the erythrocytes is reduced under these conditions, \textit{i.e.}, the sieve effect decreases as the sample thickness increases.

The images presented in Fig. 9 suggest that the estimation of sieve factor can be obtained
Fig. 7. Images illustrating different TUC-cell profiles as observed from viewing direction coincident with the light incidence direction. Left: flow oriented TUC-cells. Right: randomly oriented TUC-cells. These images correspond to simulations involving samples with a thickness equal to 0.1\text{mm} and hematocrit equal to 5%.

by computing the non-occluded area resulting from the orthographic projection of the TUC-cells. However, in order to compute this area, one would need to appropriately distribute the cells in the three-dimensional sample volume to ensure that their specific orientations and different positions (two cells cannot occupy the same space) are properly accounted for. This three-dimensional distribution may result in the overlap of the projected area of several cells. Analytical formulas to compute these areas are not straightforward since they depend on the size, shape and relative orientation of the cells, which may vary from one simulation iteration to another. Although these areas can be computed using an approximation approach (e.g., by counting the number of pixels occupied by each projected area), such an approach would inherit the limitations of discrete approximations to continuous quantities. We remark that the computation of ray-cell intersections is straightforward and less prone to discretization problems, specially considering the standard primitives used in this work. Another aspect to be considered is the lack of measured data to allow a quantitative validation of different estimation approaches. Hence, the validation of a 2D area based approach should rely on direct estimations of sieve effect. As appropriately suggested by McClendon and Fukhansky (1990), direct and more accurate estimations of the sieve effect for organic tissues can be accomplished through a detailed examination of their anatomy. The proposed 3D framework was designed to contribute to this goal through the application of a first principles approach that accounts for the three-dimensional distribution of the RBCs.

4. Concluding Remarks

Theoretical and applied investigations of blood optical properties are essential for improving the reliability of techniques used in the diagnosis and treatment of several medical conditions. Nowadays, these investigations rely not only on traditional “wet” experiments, but also on computer simulations, specially when such experiments are not feasible due to practical constraints. The efficacy of these simulations depends on the appropriate consideration of phenomena that may alter the transmission and absorption of light in blood samples. The amount of information and data describing some of these phenomena is quite scarce, however. In order to effectively contribute to the efficacy of blood optics simulations, we have specifically addressed one of these phenomena in this paper, namely the light sieve effect.

We have presented a predictive ray optics framework that can be used to quantify this effect. The proposed framework employs ray-casting techniques to compute the probability that
Fig. 8. Images illustrating the different cell geometries considered in the computation of the sieve effect factor. Left column: volume-equivalent spheres. Middle column: randomly-oriented TUC-cells. Right column: flow-oriented TUC-cells. Hematocrit of top row is 1%; middle row, 5%; and bottom row, 10%. These images correspond to simulations involving samples with a thickness equal to 0.1 mm and assuming the light incidence direction to be perpendicular to the top face of the testing volume, which was removed to facilitate the visualization of the different cell geometries.
Fig. 9. Orthographic projections (perpendicular to the light incidence direction) of three blood samples with different thicknesses and the same hematocrit (1%). Left: 0.1\(\text{mm}\). Middle: 0.5\(\text{mm}\). Right: 1.0\(\text{mm}\).

Light does not intersect any erythrocyte in a sample simulating the anatomical characteristics of blood. Its predictive capabilities were demonstrated through a series of \textit{in silico} experiments whose results qualitatively agree with observations reported in the literature. Quantitative evaluations of our simulation results were not possible due to the lack of measured data. To the best of our knowledge, no experimental measurements involving the direct quantification of sieve effects (without implicitly including detour effects) are available in the scientific literature. In fact, this constraint was one the main motivations for using a first principles approach.

It is well established that predictive \textit{in silico} experimental frameworks may also be used to accelerate the hypothesis generation and validation cycles of research involving the behavior of biological systems [41]. Accordingly, the results of our investigation have shown that the sieve factor is affected not only by cell shape, orientation and distribution, but also by the sample thickness. With respect to the sample thickness, it was clearly demonstrated that its increase reduces the sieve effect. Although this conclusion may seem intuitive and straightforward when one observes the visualizations provided in this paper, we remark that previous investigations provided conflicting conclusions about this process [15, 16, 21].

The proposed framework is flexible and its application can be extended to different materials. For example, the TUC-cell can be replaced by other objects in order to represent other types of pigment containing structures such as the melanosomes present in human tissues and the chloroplasts present in plant tissues. It can also be extended to allow the simulation of other optical phenomena such as detour effects associated with the scattering of light by pigment containing structures. As future work, we intend to explore these research avenues and integrate the outcomes of this investigation into comprehensive models of light interaction with organic materials.
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