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#### Abstract

Many scattering models have been presented in the graphics literature. Few of them, however, have been evaluated through comparisons with real measured data. As the demand for plausible and predictable scattering models increases, more attention is given to performing such comparisons. In this paper we examine the implementation of virtual goniphotometers used to obtain BRDF (bidirectional reflectance distribution function) and BTDF (bidirectional transmittance distribution function) records from algorithmic scattering models. These records can be compared to data from actual experiments in order to validate the models. Our discussion focuses on practical issues, namely the subdivision of the devices' collector sphere and the ray density required to obtain reliable BRDF and BTDF estimates. The subdivision techniques examined in this paper have been used before in publications, but the details of their computation are not readily available in the literature. Although the mathematical bound presented to determine appropriate ray densities for virtual goniphotometers is a direct generalization of a bound used for virtual spectrophotometers, it has not been published before. Our discussion of these issues is supported by practical experiments whose results are also provided in this paper.


## 1 Introduction

Greenberg et al. [15] proposed a framework to test, validate and improve the fidelity and efficiency of computer graphics algorithms composed of three stages, namely local light scattering models, light transport simulations and image display procedures. They emphasized the importance of performing comparisons between simulations and actual measurements so that simulations can be used in a predictive manner. According to their paradigm, it is of fundamental importance that simulations are compared with measured experiments at each stage.

In this paper we focus on issues related to the first stage of this system, more specifically the evaluation of algorithmic scattering models. These evaluations involve comparisons of readings provided by a model with actual BRDF measurements performed using goniophotometers $[17,19]$. In order to obtain these readings from a computer model in the first place, one must perform a computer simulation of the inputs and outputs of the model, i.e., use virtual goniophotometers. These devices also have important applications not only in graphics [27, 6, 11, 22], but also in areas such as remote sensing [14] and medicine [30]. The formulation of such devices has to reproduce actual measurement conditions as faithfully as possible to avoid the introduction of bias in the comparisons.

These virtual devices are used not only to determine the plausibility of scattering models, but also to perform data collection from previously validated models. Besides giving users a control over the spectral data generation from computer models used to simulate the scattering profile of various materials, these devices also allow users to perform experiments at different sampling resolutions [22], which are important requirements in rendering.

When such virtual devices are found in the computer graphics literature, it is usually in connection with a scattering model. For example, Gondek et al. [12] have used a virtual goniospectrophotometer for spectral and spatial measurements presented as an optics model and a capture dome used in conjunction with a geometric model of surface microstructure. Although our discussion is related to applications involving algorithmic scattering models, the main goal is to address the formulation of virtual goniophotometers, and closely examine implementation and usage issues (collector sphere subdivision and ray density) that affect the reliability/cost ratio of the measurements, without focusing on any specific scattering model.

## 2 Background Information

### 2.1 General Characteristics of Actual Goniophotometers

A goniophotometer (from greek: gonio-photo-meter=angle-light-measuring) is defined as an instrument that measures radiant flux (power) as a function of angles of illumination and observation [7]. These measurements can be performed in different ways, and, as a result, there are many possible configurations for these devices. Computer graphics researchers have proposed extensions for industrially made goniophotometers [9] as well as new designs based on the use of digital cameras [20,31, 24]. A review of these devices is beyond the scope of this work. A reader interested in more detailed description of goniophotometers used in computer graphics is referred to more comprehensive works in this area [9, 25].

Goniophotometers are also important basic tools for fundamental research in colorimetry [23], solar engineering [8], plant biochemistry [2, 18] and remote sensing [5, 18]. For instance, Figure 1 (left) shows a photograph of a goniophotometer used by Combes et al. [4] to measure BRDFs of plant specimens. The light flux which is incident on the specimen comes from an emitter. After being reflected or transmitted by the specimen, it is captured by a detector (photometer).

A comprehensive goniophotometric record for a simple specimen requires a formidable number of measurements as mentioned by Judd and Wyszecki [19] and Greenberg et al. [15]. Both the emitter and the photometer have to be moved independently of one another to every position on the hemisphere. In order to illustrate this aspect Judd and Wyszecki performed the following calculation. They assumed a fairly large solid angle of approximately 0.005 steradian for each aperture. To cover the entire hemisphere ( $2 \pi$ steradian) as closely as possible with such an aperture without overlapping, they had to use about 1000 different positions. With both the source and the photometer moved in each of the 1000 positions, 1 million measurements would be required!

The best-designed, best-constructed and best-calibrated spectrophotometers may also yield results that differ from one measurement to the next. These differences, or uncertainties, are net results of combinations of many small fluctuations due to independent variations of different components of the instrument, different factors in the environment and how the specimen is handled.


Figure 1: Left: photograph of a goniophotometer (courtesy of Stephane Jacquemoud). Right: sketch of a virtual goniophotometer.

### 2.2 General Formulation of Virtual Goniophotometers

In order to simulate radiance measurements performed by placing a photometer at different viewing positions, one can use radiance detectors, which are represented by the patches of a collector sphere placed around a specimen. Figure 1 (right) presents a sketch showing the principal components of a virtual goniophotometer and their geometrical arrangement. The light flux incident on the specimen comes from the emitter through patch $I$, and the light flux collected by the photometer comes through patch $V$. Both of the illuminating and viewing directions can be varied independently within the hemisphere above the specimen. The position of emitter and patch $I$ is given by the azimuth angle $\phi_{i}$ and the polar angle $\theta_{i}$. The position of photometer and patch $V$ is given by the azimuth angle $\phi_{r}$ and the polar angle $\theta_{r}$.

Using this arrangement, the BRDF for a direction associated with a given radiance detector placed in the upper hemisphere can be determined in terms of radiant power. More specifically, it is given by the ratio between the radiant power reaching the detector, $\Phi^{r}$, after interacting with the specimen, and the incident radiant power, $\Phi^{i}$ [13].

The corresponding expression used to compute the BRDF for light incident at wavelength $\lambda$, considering the solid angle in the direction of incidence, $\overrightarrow{\omega_{i}}$, and the solid angle in the direction associated with the radiance detector, $\overrightarrow{\omega_{r}}$, is given by:

$$
\begin{equation*}
f_{r}\left(\lambda, \overrightarrow{\omega_{i}}, \overrightarrow{\omega_{r}}\right)=\frac{\Phi^{r}(\lambda)}{\Phi^{i}(\lambda){\overrightarrow{\omega_{r}}}^{p}} \tag{1}
\end{equation*}
$$

where:
${\overrightarrow{\omega_{r}}}^{p}=$ adjusted solid angle regarding the direction associated with the radiance detector.
In turn, the adjusted solid angle ${\overrightarrow{\omega_{r}}}^{p}$ is given by:

$$
\begin{equation*}
{\overrightarrow{\omega_{r}}}^{p}=\frac{A_{r} \cos \theta_{r}}{L^{2}} \tag{2}
\end{equation*}
$$

where:
$A_{r} \quad=\quad$ area of the radiance detector (represented by patch $V$ in Figure 1),
$L \quad=$ distance from the specimen to the radiance detector, i.e., the radius of the hemisphere shown in Figure 1,
$\theta_{r} \quad=\quad$ angle between the direction associated with the radiance detector and the specimen normal.
Consider $N$ rays shot towards the specimen for a given wavelength $\lambda$, and assume that each ray carries the same amount of radiant power, $\Phi$. If the total radiant power to be shot is $\Phi_{i}$, then the radiant power carried by each ray is given by [28]:

$$
\begin{equation*}
\Phi_{r a y}(\lambda)=\frac{\Phi_{i}(\lambda)}{N} \tag{3}
\end{equation*}
$$

Also, the radiant power reaching the radiance detector can be written as:

$$
\begin{equation*}
\Phi^{r}(\lambda)=n_{r} \Phi_{\text {ray }}(\lambda) \tag{4}
\end{equation*}
$$

where:
$n_{r} \quad=\quad$ number of rays hitting a radiance detector.
Thus, replacing Equation 3 and Equation 4 in Equation 1, the expression to compute the BRDF reduces to:

$$
\begin{equation*}
f_{r}\left(\lambda, \overrightarrow{\omega_{i}}, \overrightarrow{\omega_{r}}\right)=\frac{n_{r}}{N{\overrightarrow{\omega_{r}}}^{p}} \tag{5}
\end{equation*}
$$

Similarly the BTDF is calculated assuming the radiance detectors are placed in the lower hemisphere.

For applications involving data generation from a previously validated model, the sample rays are usually collimated, i.e., the sample rays have the same origin and they hit the specimen at the same point. For applications involving comparisons with actual measurements the sample rays may need to be distributed angularly according to the geometrical arrangement of the surfaces used to represent the emitter and the specimen. As mentioned by Crowther [5], the incident radiation from an emitter shows no preference for one angular region over the other. So, in order to simulate these measurement conditions, the origins and targets of the rays are random points (or sample points) chosen on the surfaces used to represent the emitter and the specimen respectively. Several sampling strategies can be used to select these sample points. In this paper we do not intend to determine the most accurate or the most efficient sampling strategy, since the advantages and drawbacks of different sampling strategies have been adequately covered elsewhere [10, 28, 29].

## 3 Collector Sphere Subdivision

The first questions that come to mind when one starts the implementation of a virtual goniophotometer are: "How should the collector sphere be subdivided?" and "Does it matter?". In this section we describe three subdivision approaches and address their merits and limitations. We choose these approaches because they do not require prior knowledge about the behavior of the BRDF and their implementation is relatively straightforward. Is important to note, however, that there are alternatives available in the literature, such as the triangular tessellation centered on the specular direction used by Gondek et al. [12], in which the patterns used to measure the samples concentrate in areas of greatest change in the BRDF.

### 3.1 Equal Angular Intervals

The simplest way to subdivide the collector sphere into patches is to use spherical coordinates, $\phi \in[0,2 \pi]$ and $\theta \in\left[0, \frac{\pi}{2}\right]$, sampled at equal angular intervals along both coordinate directions. In this case the resulting patches will not have the same area, and it should be noted that the computation of the BRDFs involves the computation of the adjusted solid angle (Equation 2) for each patch, which, in turn involves the computation of the area of the patch and the specification of the angle $\theta_{r}$.

Consider a patch given by the spherical coordinates $\left(\theta_{1}, \theta_{2}\right)$ and $\left(\phi_{1}, \phi_{2}\right)$. One might think that $\theta_{r}$ should correspond to $\frac{\theta_{1}+\theta_{2}}{2}$. But because the computation of the BRDF estimates involves $\cos \theta_{r}$, we can obtain more accurate results using $\theta_{r}=\arccos \left(\frac{\cos \left(\theta_{1}\right)+\cos \left(\theta_{2}\right)}{2}\right)$ when the sphere is subdivided into a small number of patches. As one subdivides the sphere into a larger number of patches, the BRDF estimates computed using the first approach (averaging in terms of $\theta$ ) and BRDF estimates computed using the second approach (averaging in terms of $\cos \theta$ ) converge to the same values since the angle $\theta_{r}$ tends to be the same for both approaches. These aspects are illustrated in Figure 2, which shows a graph of numerical experiments performed to compare the $\cos \theta_{r}$ values obtained using the two approaches for selecting the angle $\theta_{r}$.


Figure 2: Differences between $\cos \theta_{r}$ values computed using $\theta_{r}$ averaged in terms of $\theta$ and averaged in terms of $\cos \theta$. The differences are given as a function of the number of divisions of the upper hemisphere in the $\theta$ direction.

### 3.2 Equal Solid Angles

Another approach that can be applied is the subdivision of the collector sphere into regions of equal solid angles [16], i.e., the patches on the collector sphere will have the same area. In this case the parameter space represented by $\phi \in[0,2 \pi]$ will be divided into equal intervals as in the previous case. The values for the spherical coordinate $\theta$ are chosen to guarantee equal area patches.
Considering the geometry presented in Figure 3, the small triangle has the relationship:

$$
\begin{equation*}
\frac{d h}{d s}=\sin d \theta \tag{6}
\end{equation*}
$$

and the large the relationship:

$$
\begin{equation*}
\frac{h_{1}}{L}=\sin \theta \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{L^{\prime}}{L}=\cos \theta \tag{8}
\end{equation*}
$$

So

$$
\begin{equation*}
L^{\prime}=L \cos \theta \tag{9}
\end{equation*}
$$

The integral of the spherical segment between $h_{1}$ and $h_{2}$ is therefore:

$$
\begin{equation*}
\int_{h_{1}}^{h_{2}} 2 \pi L^{\prime} d s=\int_{h_{1}}^{h_{2}} 2 \pi L \cos \theta \frac{d h}{\cos \theta}=\int_{h_{1}}^{h_{2}} 2 \pi L d h=2 \pi L\left(h_{2}-h_{1}\right) \tag{10}
\end{equation*}
$$

Hence, each slice of the same thickness, $\left(h_{2}-h_{1}\right)$, has the same surface area around the slice.


Figure 3: Geometry used to subdivide the collector sphere into equal solid angle regions.
Considering the upper hemisphere divided into $m_{s}$ equal thickness slices, the angles $\theta_{1}$ and $\theta_{2}$ limiting a given patch are given by:

$$
\begin{equation*}
\left(\theta_{1}, \theta_{2}\right)=\left(\arccos \left(\frac{h_{1}}{L}\right), \arccos \left(\frac{\left(h_{1}+\frac{L}{m_{s}}\right)}{L}\right)\right) \tag{11}
\end{equation*}
$$

The issues raised in the previous section with respect to the choice for $\theta_{r}$ also apply to this subdivision approach. In fact our experiments (Section 5.1) show minor improvements in the accuracy of the measurements. The computation of the areas, however, can be done more efficiently than in the previous case, since all patches have the same area. In the equal angular intervals technique the areas are not the same for all patches, which requires more computation.

### 3.3 Equal Adjusted Solid Angles

The third approach examined in this paper has not been referenced before to the best of our knowledge. It consists of subdividing the collector sphere into regions of equal adjusted solid angles. Like in the previous cases, the parameter space represented by $\phi \in[0,2 \pi]$ is divided into equal intervals. The values for the spherical coordinate $\theta$ are computed taking into account the definition of adjusted solid angles given by Equation 1, whose numerator is used in the Nusselt analog [26] to provide a geometric equivalent to the differential area-to-area form factor [3].

Consider a patch on the upper hemisphere above the specimen. Its adjusted solid angle is given by:

$$
\begin{equation*}
\int_{\phi=0}^{\phi=2 \pi} \int_{\theta=\theta_{1}}^{\theta=\theta_{2}} \cos \theta \sin \theta d \theta d \phi=2 \pi\left[\frac{\cos ^{2} 0}{2}-\frac{\cos ^{2} \frac{\pi}{2}}{2}\right] \tag{12}
\end{equation*}
$$

Using the integration above, the adjusted solid angle of a slice limited by $\theta_{1}$ and $\theta_{2}$ is given $\pi\left[\cos ^{2} \theta_{1}-\cos ^{2} \theta_{2}\right]$. To divide the hemisphere into $m_{s}$ regions in the $\theta$ direction the region-bounding values of $\theta$ can therefore be computed as:

$$
\begin{equation*}
\theta_{i}=\arccos \sqrt{\left(1-\frac{i}{m_{s}}\right)}, \quad \text { for } \quad i=0, \ldots, m_{s} \tag{13}
\end{equation*}
$$

In this approach the choice of $\theta_{r}$ is embedded in the integration leading to the equal adjusted solid angles. As a result, the computation of the adjusted solid angles is performed more accurately. Moreover, our experiments (Section 5.1) show that it enables a more uniform convergence of the BRDF estimates than the previous techniques.

## 4 Ray Density

Another key question to be addressed when performing virtual goniophotometric measurements is how many rays should be cast by the emitter element, i.e., how large should $N$ be, $10^{5}, 10^{9}$ or $10^{15}$ ? Using a sufficiently large number of sample rays, one will have a high probability of obtaining estimates within the region of asymptotic convergence of the expected values of a BRDF being measured. The computational costs, however, grow linearly with respect to the total number of sample rays $N$ since the implementation cost is constant per
ray. The purpose of the following derivation is, therefore, to provide a satisfactory bound for $N$ such that we can obtain BRDF estimates with a higher reliability/cost ratio. In this context the term "satisfactory" means taking into account the uncertainty of the actual goniophotometer whose readings we are comparing the measurements with, and aiming at an error tolerance compatible with rendering requirements.

Baranoski et al. [1] have shown that the exponential Chebyshev inequality can be applied to obtain a bound for the number of sample rays required to obtain an asymptotically convergent value for the ratio $\frac{n_{r}}{N}$ with respect to a single radiance detector $r$. In this case, it can be shown [1] that:

$$
\begin{equation*}
P\left\{\left|\frac{n_{r}}{N}-p_{r}\right|<\epsilon\right\} \geq 1-2 e^{-2 N \epsilon^{2}} \tag{14}
\end{equation*}
$$

where:
$P(w) \quad=\quad$ probability of $w$,
$p_{r} \quad=\quad$ probability of a ray hitting the radiance detector $r$,
$\epsilon \quad=$ error tolerance.
Theoretically, the confidence $\delta$ in an estimation is a positive number such that:

$$
\begin{equation*}
\delta \geq 1-P\left\{\left|\frac{n_{r}}{N}-p_{r}\right|<\epsilon\right\} \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \geq \frac{1}{4 N \epsilon^{2}} \tag{16}
\end{equation*}
$$

Using the inequalities above, Baranoski et al. [1] showed that the bound on the number of sample rays is given by:

$$
\begin{equation*}
N=\left\lceil\frac{\ln \left(\frac{2}{\delta}\right)}{2 \epsilon^{2}}\right\rceil \tag{17}
\end{equation*}
$$

The behavior of this bound is illustrated in Figure 4, which shows the number of samples rays required for given values of error tolerance and confidence.


Figure 4: Number of rays $(N)$ required to obtain estimates with a given error tolerance $(\epsilon)$, considering different confidence $(\delta)$ values.

These inequalities can be generalized for $m$ patches (or radiance detectors) as follows:

$$
\begin{equation*}
P\left\{\cap\left(\left|\frac{n_{i}}{N}-p_{i}\right|<\epsilon\right)\right\}=\prod_{i=1}^{m} P\left\{\left|\frac{n_{i}}{N}-p_{i}\right|<\epsilon\right\} \geq \prod_{i=1}^{m}\left(1-2 e^{-2 N \epsilon^{2}}\right) \geq 1-\left(\sum_{i=1}^{m} 2 e^{-2 N \epsilon^{2}}\right)=1-2 m e^{-2 N \epsilon^{2}} \geq 1-\delta^{m} \tag{18}
\end{equation*}
$$

Resulting in:

$$
\begin{equation*}
\delta \geq \sqrt[m]{2 m} e^{\frac{-2 N \epsilon^{2}}{m}} \tag{19}
\end{equation*}
$$

For large values of $m$, the inequality above reduces to:

$$
\begin{equation*}
\delta \geq e^{\frac{-2 N \epsilon^{2}}{m}} \tag{20}
\end{equation*}
$$

and the number of rays is given by:

$$
\begin{equation*}
N=m\left\lceil\frac{\ln \left(\frac{2}{\delta}\right)}{2 \epsilon^{2}}\right\rceil \tag{21}
\end{equation*}
$$

Note that $N$ represents the number of sample rays required to obtain asymptotically convergent values for the ratio $\frac{\Phi^{r}(\lambda)}{\Phi^{i}(\lambda)}$, which is then scaled by the adjusted solid angle in order to obtain the corresponding BRDF value (Equation 1).

The value provided by $N$ represents an upper bound assuming the worst case scenario where all patches receive hits (e.g., a Lambertian or diffuse specimen). For models simulating materials with a strong directional behavior, the number of rays required to obtain asymptotically convergent results will be at least one order of magnitude smaller than the number provided by the proposed bound as illustrated in Section 5.2. This aspect suggests that $m$ in the proposed bound could be replace by $m^{\prime}$ representing the number of patches on the collector sphere within the directional lobe. This parameter, however, is usually unknown a priori. If we had an estimate for it, we could also use this estimate to guide a non-uniform distribution of the collector patches as suggested by Greenberg et al. [15]. In the extreme case of a mirror-like BRDF, $m^{\prime}$ is equal to one. Applying the bound given in Equation 21, $N=10^{5.05}$ rays would be sufficient to obtain asymptotically convergent results, which corresponds to the number of rays required to obtain an asymptotically convergent value for the ratio $\frac{n_{r}}{N}$ with respect to a single radiance detector (patch).

## 5 Experiments and Discussion

The experiments presented in this section address implementation and usage issues directly associated with the reliability of virtual goniophotometers in general, i.e., we are not targeting the reproduction of measurements performed by a specific goniophotometer. Hence, we use a virtual device whose collector sphere has unit radius and consider collimated incident beams in these experiments. For the sake of consistency we use the same angle of incidence $\left(45^{\circ}\right)$ in all experiments. Since the procedures are the same for both BRDF and BTDF measurements, we focus our observations on the former and work with the upper hemisphere.

### 5.1 Subdivision Errors

In our evaluation of error propagation associated with the subdivision techniques described in Section 3, we consider a specimen with perfect diffuse (Lambertian) reflective properties for two reasons. First, its BRDF with respect to any direction is known, i.e., $f_{r}=\frac{1}{\pi}=0.3183$, which is convenient for error comparisons. Second, the cosine distributions of the reflected rays allows a better comparison of the error propagation with respect to different collector patches. In our experiments we use a collector hemisphere with a resolution of $30 \times 30$ patches giving 900 outgoing directions, which would be enough to allow comparisons with a typical set of actual measurements for a single isotropic material [15].

Figure 5 presents root-mean-square (RMS) error[10] comparisons considering the three subdivisions described earlier. Although the RMS error is lower for experiments using the equal adjusted solid angle strategy, the differences decrease with an increase in the number of rays as expected.


Figure 5: RMS error comparisons with respect to BRDF computation (collector hemisphere resolution: $30 \times 30$ patches) using the three subdivision techniques examined in this paper.

It is worth noting, however, that the RMS is a global measure, i.e., low RMS error does not guarantee low error for individual patches. The graphs presented in Figure 6 show the BRDF values for three patches on a same plane (fixed $\phi$ ), top, middle and bottom (grazing angle). As we can see, using the the equal adjusted solid angle strategy (Figure 6c), the BRDF values with respect to three patches converge more uniformly to the actual value than using the other techniques (Figure 6a and 6 b ). Also, it should be noted that the equal solid angle approach provides the worst results with respect to top patches.


Figure 6: BRDF values for three different patches (collector hemisphere resolution $30 \times 30$ patches) using: equal angular intervals (left), equal solid angles (center) and equal projected solid angles (right).

### 5.2 Ray Density Bound

For virtual goniophotometric measurements aimed at rendering applications one needs solutions accurate to only $1-10 \%$, since humans do not perceive finer variations of light. This allows us to set $\delta=0.01$. Also, according to data provided in the measurement literature [9] the uncertainty of actual goniophotometers is around $0.5 \%$ or higher, which allows us to set $\epsilon=0.005$. Using the presented upper bound (Equation 21), $N=m 10^{5.02}$ rays are required to obtain asymptotically convergent readings is given by where $m$ is total number of patches of the collector hemisphere. Unless otherwise stated, in the experiments presented in this section we apply the equal adjusted solid angles strategy to subdivide the collector hemisphere.

The materials used in our experiments were simulated using Monte Carlo based algorithms [21, 27]. Due to the non-deterministic nature of these simulations, one can expect fluctuations in the measurement readings when a small number of samples ( $N$ ) is used [1]. These measurement readings correspond to BRDF estimates computed at individual patches, and the "spikes" observed in Figures 7-12 for low values of $N$ are a visual representation of these fluctuations.

We performed BRDF measurements for a diffuse material using three different resolutions for the collector hemisphere, namely 10x10, $30 \times 30$ and $100 \times 100$ patches. The diffuse material was simulated using a cosine probability distribution function [21]. Applying the presented bound (Equation 21) for the $10 \times 10$ resolution, one can expect asymptotically convergent readings using at most $10^{7}$ rays. For the 30x30 resolution $10^{8}$ rays are sufficient to obtain asymptotically convergent readings, while for the $100 \times 100$ resolution one would need a larger number of rays, approximately $10^{9}$ rays according to the presented bound (Equation 21). These aspects can be visually observed in Figure 7 which presents the profiles of these BRDF measurements. These error propagation trends can also be quantitatively verified through the RMS errors presented in Table 1. Furthermore, it is worth noting that this trend is not restricted to Lambertian models as illustrated in the additional test cases presented in the remainder of this section. As mentioned earlier a Lambertian model was considered because it represents a pessimistic scenario. In other words, since all directions have equal importance, a larger $N$ is required to obtain an asymptotically convergent BRDF estimate for each patch on the collector hemisphere.

As mentioned in Section 4, for models simulating materials with a stronger specular behavior the number of rays required to obtain asymptotically convergent results will be at least one order of magnitude smaller than the number provided by the proposed bound. We performed BRDF measurements for a specular material using three different resolutions for the collector hemisphere, namely $10 \times 10,30 \times 30$ and $100 \times 100$ patches. The specular material was simulated using a exponentiated cosine probability distribution function [21], considering the exponent equal to 16 and an angle of incidence of $30^{\circ}$. For the $10 \times 10$ resolution, one can expect asymptotically convergent readings using at most $10^{6}$ rays. For the $30 \times 30$ resolution $10^{7}$ rays are sufficient to obtain asymptotically convergent readings, while for the $100 \times 100$ resolution one would need a larger number of rays, approximately $10^{8}$ rays according to the proposed bound. These aspects can be visually observed in Figure 8 which presents the profiles of these BRDF measurements. These error propagation trends can also be quantitatively verified through the RMS errors presented in Table 2. Since we do not have an analytical value to compare with, we used as reference BRDF values obtained considering $10^{10}$ rays.

Since a computer model is usually less predictable than measuring physical phenomena, i.e., it may work well for some input instances and fail for others, it is important to verify that the convergence of the measurements is not restricted to a single plane. Figures 9 and 10 show BRDF measurements for the same diffuse and specular materials obtained using a collector hemisphere subdivided into $30 \times 30$ patches and four different ray densities in order to illustrate the convergence of the estimates.
Most natural materials have a scattering behavior that exhibits an angular dependency on the incident angle intermediate to that expected of diffuse and specular reflector. For this reason we also considered a glossy material which was simulated using a cosine and an exponentiated

| number of rays | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ |
| :---: | :---: | :---: | :---: | :---: |
| $10 \times 10$ patches | 0.0102 | 0.0029 | 0.0011 | 0.0003 |
| $30 \times 30$ patches | 0.0310 | 0.0095 | 0.0031 | 0.0009 |
| $100 \times 100$ patches | 0.1010 | 0.0315 | 0.0099 | 0.0032 |

Table 1: RMS errors associated to BRDF measurements for a diffuse material, considering three resolutions for the collector sphere and using four ray densities.

| number of rays | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ |
| :---: | :---: | :---: | :---: | :---: |
| 10×10 patches | 0.0094 | 0.0024 | 0.0010 | 0.0002 |
| $30 \times 30$ patches | 0.0305 | 0.0091 | 0.0030 | 0.0009 |
| $100 \times 100$ patches | 0.0980 | 0.0326 | 0.0102 | 0.0030 |

Table 2: RMS errors associated to BRDF measurements for a specular material (simulated using an exponentiated cosine distribution with exponent equal to 16 ), considering three resolutions for the collector sphere and using four ray densities.
cosine distributions [21]. For the diffuse component we use a coefficient equal to 0.8 , and for the specular component we use a coefficient equal to 0.2 and an exponent equal to 16 . In order to increase our scope of observations we varied the angle of incidence, and we used a sphere subdivision scheme prone to larger variances. This scheme corresponds to the reverse of the equal adjusted solid angle subdivision, i.e., the hemisphere is divided in slices along the parameter space represented by the angle $\phi$, and as a consequence a larger number of smaller patches is placed on the top of the hemisphere. The results of these experiments are presented in Figure 11, and they suggested that asymptotically convergent estimates can be obtained using the presented bound (Equation 21) under these circumstances.

The materials considered above were simulated using isotropic models. Figure 12 illustrates measurements for an anisotropic material which was simulated using a Phong based distribution with exponents equal to 50 and 1000 [27], and considering an angle of incidence of $30^{\circ}$. These measurements were obtained using a collector hemisphere subdivided into $30 \times 30$ patches and four different ray densities in order to illustrate the convergence of the estimates. As we can see, convergent estimates can be obtained using a number of rays one order of magnitude below the presented upper bound (Equation 21).

## 6 Conclusion

In this paper we examined practical issues related to the computer simulation of goniophotometers. Considering that many readings are required to obtain a comprehensive goniophotometric record for a single specimen, our discussion was focused on strategies to raise the reliability/cost ratio of readings obtained using such simulations.

From a practical point of view, selecting the "best" subdivision scheme for the collector sphere is delicate, and no single technique is superior in all cases. The relative accuracy depends on the characteristics of the specimen's BRDF. Assuming no prior knowledge about the BRDF behavior, our experiments suggest that the use of a subdivision technique based on equal adjusted solid angles may provide a more uniform convergence for the estimates than the other two techniques examined in this paper, and its implementation is equally straightforward.

Our experiments also indicate that the presented upper bound for the number of rays required to obtain asymptotically convergent estimates can be used to reduce the computational costs of the simulations. Our future efforts in this area will involve the optimization of this bound, which will require the investigation of the variance introduced by complex BRDF simulations, such as those proposed by Westin et al. [32], as well as bring more probability tools to bear on the problem.
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Figure 7: Profiles of BRDF measurements for a specimen whose scattering properties were simulated using a cosine distribution. Displayed measurements were taken on the plane given by the direction of the incident beam and the normal of the specimen, and using different resolution for the collector hemisphere: $10 \times 10$ patches (top), $30 \times 30$ patches (middle) and $100 \times 100$ patches (bottom).
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Figure 8: Profiles of BRDF measurements for a specimen whose scattering properties are simulated using a Phong based cosine lobe with exponent equal to 16. Displayed measurements were taken on the plane given by the direction of the incident beam and the normal of the specimen, and using different resolution for the collector hemisphere: $10 \times 10$ patches (top), $30 \times 30$ patches (middle) and $100 \times 100$ patches (bottom).


Figure 9: BRDF measurements for a specimen whose scattering properties were simulated using a cosine distribution. Displayed measurements were obtained using a collector hemisphere subdivided into $30 \times 30$ patches and four different ray densities.
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Figure 10: BRDF measurements for a specimen whose scattering properties are simulated using an exponentiated cosine distribution with an exponent equal to 16 . Measurements were obtained using a collector hemisphere subdivided into $30 \times 30$ patches and four different ray densities.


Figure 11: BRDF measurements for a glossy material obtained using a collector hemisphere subdivided into $30 \times 30$ patches, and considering four different ray densities and three angles of incidence.


Figure 12: BRDF measurements for a specimen whose scattering properties are simulated using an anisotropic Phong based distribution with exponents equal to 50 and 1000. Measurements were obtained using a collector hemisphere subdivided into $30 \times 30$ patches and four different ray densities.

