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In this paper, we propose a novel approach to discriminate malignant melanomas and benign atypical
nevi, since both types of melanocytic skin lesions have very similar characteristics. Recent studies involv-
ing the non-invasive diagnosis of melanoma indicate that the concentrations of the two main classes of
melanin present in the human skin, eumelanin and pheomelanin, can potentially be used in the compu-
tation of relevant features to differentiate these lesions. So, we describe how these features can be esti-
mated using only standard camera images. Moreover, we demonstrate that using these features in

conjunction with features based on the well known ABCD rule, it is possible to achieve 100% of sensitivity
and more than 99% accuracy in melanocytic skin lesion discrimination, which is a highly desirable char-
acteristic in a prescreening system.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Malignant melanoma is a type of melanocytic skin lesion, and it
is among the most dangerous forms of cancer. According to World
Health Organization (2011), approximately 132,000 melanoma
cases occur globally each year. The early diagnosis of melanomas
is essential for the patient prognosis since most malignant skin le-
sion cases can be treated successfully in their initial stages. How-
ever, a benign atypical melanocytic nevus shares at least some,
and sometimes all, of the clinical characteristics of a malignant
melanoma, and discriminating benign from malignant cases is of-
ten challenging, sometimes in the extreme (Fikrle & Pizinger,
2007; Rao et al., 1997).

It would be desirable that methods for detecting this malig-
nancy approach to 100% of sensitivity, meaning that almost no
malignant melanomas are missed. Ideally, this high degree of sen-
sitivity should be coupled with a high degree of specificity, and
consequently a high degree of accuracy (Rao et al., 1997). Cur-
rently, the most reliable method is the histopathology analysis.
However, this requires that the patient undergoes surgical exci-
sion. Although this may not be a significant problem in some cases,
this is a significant problem for patients with the atypical-mole
syndrome, presenting several melanocytic nevi (i.e. 100 nevi or
more (Rao et al., 1997), not viable of doing biopsy in all nevi).
Moreover, this option is very time consuming, considering the pa-
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tient and medical staff dislocation, the surgery preparation and the
posterior patient monitoring.

To help diagnosing melanocytic skin lesion, physicians often use
dermoscopy. This non-invasive technique allows the magnification
of submacroscopic structures through the use of an optical device
(a dermoscope) and liquid immersion. According to Mayer (1997),
the use of dermoscopy can increase the diagnosis sensitivity in 10-
27% with respect to the clinical diagnosis. Moreover, some com-
puter-aided diagnosis systems have been proposed in the literature
to help the analysis of dermoscopy images. An example is the ap-
proach proposed by Celebi et al. (2007), which achieved 92.34%
and 93.33% of sensitivity and specificity, respectively. Iyatomi
et al. (2008) proposed a web-based system, obtaining a sensitivity
of 85.9% and a specificity of 86%. More recently, Ruiz, Berenguer,
Soriano, and Snchez (2011) combined three classification algo-
rithms and obtained classification rates of 87.76%. However, even
with the assistance of dermoscopy, differentiating malignant and
benign lesions is a difficult task. In fact, specialists state that in
the early evolution stages of malignant lesions, dermoscopy may
not be helpful since it often does not improve the diagnosis accu-
racy Skvara, Teban, Fiebiger, Binder, and Kittler (2005).

Still considering early stage cases, there are practical situations
where a non-specialist (e.g., a physician not trained on dermatol-
ogy) wishes to have a qualified opinion about a suspect skin lesion,
but only standard camera imaging is available on site. In such sit-
uations, telemedicine is justifiable, and the non-specialist can cap-
ture a macroscopic image of the suspect melanocytic skin lesion
and send it to a specialist, who can analyze it in higher detail. In
this particular situation, a teledermatology consultation brings
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benefits such as the easier access to health care and faster clinical
results (Massone, Wurm, Hofmann-Wellenhof, & Soyer, 2008). Be-
sides these benefits, recent results also suggest that teledermatol-
ogy tends to be effective and reliable (Whited, 2006).

We also can find in the literature systems designed to assist the
diagnosis of melanocytic skin lesions using standard camera
images. Manousaki et al. (2006) proposed a system that achieved
a sensitivity of 60.9% and a specificity of 95.4% in their experi-
ments. The approach proposed by Tabatabaie, Esteki, and Toossi
(2009) resulted in 85% and 92.5% of sensitivity and specificity,
respectively. Alcon et al. (2009) described a methodology to obtain
a lesion classification with sensitivity of 89.72% and specificity of
75.56%. Cavalcanti and Scharcanski (2011) recently proposed a sys-
tem even more accurate, achieving a sensitivity of 96.2% and a
specificity of 97.7%.

Regardless of the type of image and the devices employed in the
data (image) acquisition, the systems proposed to assist the diag-
nosis of skin lesions usually perform the following operations:
(1) preprocessing, in which image artifacts, such as hair or uneven
illumination, are eliminated; (2) segmentation, in which the lesion
boundaries are determined; (3) feature extraction, in which a
quantitative representation for the lesion area is generated; and
(4) classification, in which an estimate of whether the lesion is be-
nign or malignant is produced. In general, we can find very differ-
ent methodologies to perform the first two operations. On other
hand, all systems employ the same methodology to perform the
last two operations. It consists in reproducing ABCD rule of der-
moscopy, a medical criterion that tries to differentiate malignant
and benign melanocytic lesions using a set of lesion characteristics,
namely Asymmetry, Border irregularity, Color variation and Differ-
ential structures.

Beyond the ABCD rule of dermoscopy, there are other dermato-
logical methods, such as the Menzies Scoring Method or the 7-
point Checklist (Johr, 2002), that specialists can employ to identify
malignant cases. These criteria share some similarities, and seek to
determine which features should be visually identified by the phy-
sician to perform the diagnosis. However, even experienced der-
matologists do not obtain 100% of accuracy, independent of the
method in use (Argenziano, Zalaudek, & Soyer, 2004).

In opposite side to these methods of visual analysis, recent
studies have been made using features that are not visible to the
naked eye. Melanomas are malignant tumors of melanocytes, the
cells responsible for the biochemical process that leads to the pro-
duction of melanin pigments. And, this process (known as melano-
genesis) takes place in highly specialized organelles known as
melanosomes, and it results in the two main classes of melanin
present in the human skin, namely the eumelanin (brown and
black) and the pheomelanin (red and yellow). The color of human
skin is largely determined by the presence of these pigments,
whose relative concentration may vary significantly in skin lesions,
notably in melanocytic tumors (Jimbow, Reszka, Schmitz, Salopek,
& Thomas, 1995). Accordingly, relevant efforts have been directed
toward the identification of variations of eumelanin and/or pheo-
melanin in melanocytic skin lesions with the purpose of improving
the non-invasive diagnosis of these lesions. For example, Marche-
sini, Bono, and Carrara (2009) performed a retrospective analysis
on 1671 lesions using diffuse reflectance spectroscopy. They ob-
served a decrease in pheomelanin and an increase in eumelanin
concentration in passing from benign to malignant cases. Their re-
sults are consistent with results later obtained by Zonios, Dimou,
Carrara, and Marchesini (2010) from reflectance measurements
performed on 1379 lesions. However, Zonios et al. observed that
the spectral responses obtained from different melanin concentra-
tions do not appear strong enough to provide a definite criterion
for the diagnosis of melanocytic skin lesions. However, Zonios
et al. also suggested that these responses could be potentially use-

ful for the characterization of melanocytic lesions and the early
diagnosis of melanoma if used in combination with other parame-
ters and diagnostic criteria. More recently, Matthews, Piletic, Selim,
Simpson, and Warren (2011) proposed a pump-probe imaging sys-
tem. Examining slices from 42 lesions, they also observed that mel-
anomas have higher amounts of eumelanin in comparison to
benign nevi, concluding that melanin features can improve diag-
nostic accuracy if used in conjunction with current diagnostic
techniques.

The main goal of this work is to propose a two-stage classifica-
tion algorithm that potentially can obtain highly accurate results,
and achieve 100% of sensitivity, which is, as already mentioned, a
very desirable characteristic for prescreening systems. Firstly, in
Section 2 we present the algorithms for the first two initial pro-
cessing stages: preprocessing and segmentation. In Section 3 is
presented the feature extraction process, first computing 52 fea-
tures to reproduce the ABCD rule of dermoscopy, and then comput-
ing 12 additional features that represent the eumelanin and
pheomelanin lesion contents. As far as we know, this is the first
time that melanin features are used in melanocytic skin lesion im-
age analysis and classification, specially using standard camera
images only. In Section 4 we present our proposed two-stage mel-
anocytic skin lesion discrimination scheme, designed to improve
on the ABCD rule for malignant cases identification. Section 5 pre-
sents a general overview of the processing steps of our melanocytic
skin lesion pre-screening scheme, while Section 6 presents exper-
imental results demonstrating how accurate this scheme can be,
specially because melanin-based features are used to complement
the ABCD rule-based features. Finally, Section 7 presents our con-
clusions and outlines directions for future work.

2. Skin lesion detection

Before we start quantifying medical or physiological character-
istics to differentiate benign from malignant cases, it is crucial that
we identify the lesion area in the input image. This task is per-
formed by the segmentation process, which is usually preceded
by a image preprocessing step. In the following subsections, these
two procedures are detailed.

2.1. Preprocessing

The input image acquired with a standard camera may be af-
fected by illumination artifacts, and if used directly in the segmen-
tation process, shading and lesion regions could be confused.
Therefore, shading is attenuated in the input image before the im-
age segmentation.

Our preprocessing step is based on the approach proposed by
Cavalcanti, Scharcanski, and Lopes (2010), which is based on the
idea that a physician (or a person responsible for taking the lesion
picture) focuses a camera on the skin lesion, placing the lesion area
in the center of the image, and healthy skin pixels appear at the im-
age corners.

The first step of our shading attenuation method is to convert
the image from the original RGB color space to the HSV color space,
and retain the Value channel Vo, which presents the higher visi-
bility of the shading effects. We extract 20 x 20 pixels in each V
corner and define S as the union of these four sets. This pixel set
with 1600 pixels is used to adjust the quadric function z(x,y) = P;.
(x,y) = P1x% + Py? + P3xy + Pux + Psy + P, where the six quadric
function parameters P(i=1,...,6) are chosen to minimize the qua-
dratic error.

Calculating the quadric function z(x,y) for each image spatial
location (x,y), we get an estimate z(x,y) of the local illumination
intensity in the image V,,. Dividing the original V,; channel by
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(b) | (c)

Fig. 1. Illumination and color corrections of a melanocytic skin lesion image. (a) The
original image. (b) Fig. (a) after the shading attenuation step. (c) Fig. (b) after the
color correction step.

z(x,y), we obtain a new Value channel V,,. where the shading ef-
fects have been attenuated. The final step consists in replacing Vg
by Vproe and converting the image from the HSV color space to the
original RGB color space. This shading correction method has lim-
ited effect on local cast shadows, and may fail to reduce shading
artifacts in areas that are not locally smooth since it is based on
a second-order quadric function. However, as can be seen in
Fig. 1(a) and (b), this algorithm tends to relight the healthy skin
area without loosing lesion information. In this way, we obtain
an image where the skin lesion can be segmented more easily.

We consider the healthy skin region surrounding the lesion to
compute lesion characteristics, specially the melanin features.
The shading attenuation method may generate a highly contrasted
image, with a bright skin color, and that may influence negatively
the melanin features estimation. Thus, to facilitate the feature
extraction stage, we perform one more image preprocessing step,
correcting the illumination to obtain more realistic skin colors
(more similar to those in the original image), while trying to obtain
an even illumination condition. We extract again the Value chan-
nels (V from the HSV color space) from the original image (Vorig)
and from the processed image (Vpoc), and generate a new Value
channel (Vew):

Viroc (X, ¥) * ty__
View(%,) = w7 (1)
Vproc

where (x,y) indicates the pixel coordinates, and uy represents the
mean value of the referred V channel. After that, V;.., replaces Vy,
and we obtain an image with even illumination and correct colors
representation by converting from the HSV to the RGB color space.
Fig. 1 shows an example of this process, presenting an original mel-
anocytic skin lesion image, the result of applying the shading atten-
uation method in this image, and also shows the image obtained by
applying Eq. (1) (to improve the image quality for the feature
extraction process).

2.2. Segmentation

Several techniques have been proposed for segmenting melan-
ocytic skin lesions in dermoscopy images (Celebi et al., 2008; Cel-
ebi, Iyatomi, Schaefer, & Stoecker, 2009; Gomez, Butakoff, Ersboll,
& Stoecker, 2008; Iyatomi et al., 2008; Wighton, Sadeghi, Lee, & At-
kins, 2009; Wighton, Lee, Lui, Mclean, & Atkins, 2011). However,

dermoscopy obtains skin lesion images with constant illumination.
Consequently, these methods do not perform well on standard
camera images, and other approaches have been proposed specifi-
cally for these images. Usually, the input standard camera image is
converted to grayscale and a thresholding-based algorithm is used
to identify the lesion area (Alcon et al., 2009; Manousaki et al.,
2006; Ruiz et al.,, 2011). Also, segmentation approaches have been
proposed using the original color image obtained with a standard
camera (Tang, 2009; Wong, Scharcanski, & Fieguth, 2011). How-
ever, these image representations may confuse healthy and lesion
pixels due to its color or grayscale similarity. So, in our experi-
ments we used a multichannel image representation that maxi-
mizes the discrimination between healthy and unhealthy skin
regions as proposed in Cavalcanti and Scharcanski (2011).

As proposed in Cavalcanti and Scharcanski (2011), we create a
new 3-channel normalized image IV (i.e,, I¥(x,y) C [0, 1], Vi) based
on the normalization of the RGB channels I¢ of the input image. The
first channel is a representation of the image darkness, relying on
the fact that lesion areas are hyper-pigmented skin regions. Each
pixel is defined as I¥(x,y) =1 —I5(x,y), i.e., the complement of
the normalized Red channel.

The second channel is a intensity variation representation, since
the intensity variability usually is higher in lesions than in healthy
skin areas. Being L a normalized Luminance image defined by the
average of the three I¢ channels, we quantify the textural variabil-
ity in L(x,y) by computing t(x,y,0):

t(x,y.0) = L(x.) % 2)

where S(x,y,0) =L(x,y) *G(o) (i.e., the Luminance image L is
smoothed by a Gaussian filter with standard deviation ¢), and
E(X, y, 0) represents its complement. In this way, if an image region
is dark, its intensity variation information is emphasized; if the re-
gion is bright, it is de-emphasized. However, since a single Gaussian
filter may not be sufficient to capture the textural variability,
7(x,y,0) is calculated for different ¢ values,! and we select its max-
imum value at each pixel. Finally, the IY(x,y) channel is obtained
normalizing these values to the range [0,1].

The third channel I§(x,y) of the representation describes the
color variation, assuming that healthy and unhealthy skin regions
present different color distributions. The Principal Component
Analysis (PCA) method is applied on the normalized colors of the
image IS(x,y). We observed that the first principal component
(i.e., the component that maximizes the local data variance) tends
to project the healthy skin pixels nearer to zero and lesion pixels
tend to have larger magnitudes. So, the I} channel is computed
normalizing the magnitudes of the first component, and then filter-
ing with a 5 x 5 median filter to reduce noise.

Once obtained this multichannel representation, the Otsu’s
thresholding method (Otsu, 1979) is used to segment the image.
A pixel is defined as part of a lesion region if its value is higher than
the threshold in at least two of the three channels IV(x,y). After
thresholding, the remaining skin artifacts (such as freckles and
hair) are eliminated more easily. The perimeter and the area of
all thresholded connected pixel sets are computed, and then this
set of regions is partitioned in two clusters. All regions in the clus-
ter with smaller areas (in average) are eliminated, and their corre-
spondent mask pixels are set to zero. At the end, the resultant
mask is filtered by a 5 x 5 median filter, eliminating any possible
remaining artifacts that may originate rim imperfections. In
Fig. 2, we present the results for all steps of the skin lesion segmen-

1 We tested different ¢ values, and based on our experiments we suggest using
o=1,11 . 4 and filter window sizes of 76 x 7a.
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(c) (d)
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Fig. 2. Segmentation process for the image shown in (a). In (b)-(d), respectively, the I¥ channels representing darkness, texture variation and color variation. In (e)—(g),

respectively, binary masks after thresholding, artifacts elimination and filtering.

tation method, including the multichannel representation genera-
tion, the thresholding and post-processing steps.

3. Melanocytic skin lesion characterization

The ABCD rule of dermoscopy is the methodology normally
used to differentiate benign and malignant melanocytic skin le-
sions. Therefore, we propose in Section 3.1 a set of 52 features aim-
ing at capturing the ABCD rule of dermoscopy criteria, namely,
Asymmetry, Border irregularity, Color variation and Differential
structures. As mentioned before, although prescreening systems
usually try to reproduce the ABCD rule of dermoscopy criteria,
the proposed approaches usually are not able to achieve 100% of
sensitivity, as it would be desirable. So, in addition to the ABCD fea-
tures, we propose 12 features based on the concentrations of
eumelanin and pheomelanin, the two kinds of melanin that can
potentially be used for the discrimination of melanocytic lesions.

3.1. ACBD rule characterization

The acronym ABCD refers to the criteria commonly used by
physicians to differentiate malignant melanomas from benign mel-
anocytic nevi; that is, malignant lesions tend to exhibit Asymme-
try, Border irregularity, Color variation, and a Diameter greater
than 6 mm (Rao et al., 1997). However, we do not adopt any kind
of constraint during the image acquisition, and the diameter mea-
surement become impracticable. So, our ABCD rule characteriza-
tion is based on the ABCD rule of dermoscopy (Nachbar et al.,
1994), which changes the D letter to Differential structures, sub-
macroscopic morphologic and vascular structures (e.g., pigment
network, dots, globules) that occur more frequently in malignant
cases. And, to perform this characterization, we extract 52 features
as described next. It is important to observe that the I channels re-
fer to the same channels that have been created during the seg-
mentation process (see Section 2.2).

We start by quantifying the lesion shape, characterizing the
asymmetry and irregularity characteristics of the lesion. Let A, Ac,

Ab be, respectively, the areas of the segmented lesion, the convex
hull and the bounding box. Moreover, p is the lesion perimeter,
L1 the major axis of the lesion aligned with its longest diameter,
and L, is the minor axis orthogonal to L;. Considering these mea-
surements, we consider the following 11 parameters (Alcon et al.,
2009; Cavalcanti & Scharcanski, 2011; Celebi et al., 2007; Fikrle &
Pizinger, 2007): A/Ac (solidity), A/Ab (extent), 4A/(L;7) (equivalent
diameter), 47A/(L1p) (circularity), p/A, ratio between the principal
axes (L»/L;), ratio between sides of the axis L, and of the axis L,
the difference between the areas of each side of the axes L; and
L, normalized by the whole area A, and ratio between sides of
the lesion bounding box.

The boundary sharpness is quantified by the magnitude of the
gradient using the Sobel operator. We dilate the lesion rim by
2 pixels, obtaining a 5 pixels wide region, and compute the follow-
ing six features: the average and the variance of the gradient mag-
nitudes of all pixels in the extended rim in each one of the three IV
channels.

To reproduce closely the application of the ABCD rule in terms
of asymmetry and border irregularity, the next features are based
on a sub-division of the lesion rim in eight symmetric regions
(Nachbar et al., 1994). In addition to the two principal axes L,
and L, we rotate these orthogonal axes by 45° and obtain two
additional axes, obtaining eight symmetric regions R=1,...,8.
For each channel IV, the average gradient magnitudes of the ex-
tended rim pixels ug; (R=1,...,8) are computed. Therefore, in this
way we calculate six more features: the average and the variance
of the 8 ug; gradient magnitude values in each one of the three
I¥ channels.

To represent the C letter of the ABCD rule, we start by comput-
ing maximum, minimum, mean and variance of the intensities in
the color variation channel 1}. The same four features are also

computed for each one of the three original If channels. We also
consider the ratios between the mean values: mean (E) /
mean(E) mean (E) /mean (E) and mean (E) /mean (E) totalizing
19 features.
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Table 1

Six possible colors of a lesion on the RGB color space (Alcon et al., 2009).
Color Red Green Blue
White 1 1 1
Red 0.8 0.2 0.2
Light Brown 0.6 0.4 0
Dark Brown 0.2 0 0
Blue-Gray 0.2 0.6 0.6
Black 0 0 0

Furthermore, physicians usually identify six distinct hues in
skin lesions: white, red, light and dark brown, blue-gray, and black
(Nachbar et al., 1994). So, we compute the occurrence of these typ-
ical hues within the lesion. Given a pixel in the lesion segment, we
find the nearest reference color (associated with a typical hue, see
Table 1 (Alcon et al., 2009)) using the Euclidean distance to the pix-
el color in I,-C. A hue occurrence counter is created, one cell per typ-
ical hue. For each lesion pixel, the nearest typical hue counter is
increased by 1. Finally, typical hue counters are normalized/di-
vided by the lesion area A, and generate 6 additional features.

Finally, we quantify the differential structures. The differential
structure characteristics are not easily discriminated based on
macroscopic images, however these structures tend to generate
different intensity variations in benign and malignant lesions. So,
we extract four features, namely the maximum, minimum, mean
and variance of the intensity variation channel IY, considering only
the pixels inside the lesion segment.

3.2. Melanin content variation characterization

As already mentioned in Section 1, recent studies have analyzed
the melanin variation in melanocytic skin lesion to differentiate
benign and malignant cases through spectroscopy. In this work,
we follow a different approach. Instead of using spectroscopy, we
propose to estimate the melanin variation in skin lesions using
standard camera images. In order to perform this task, we employ
a biophysically-based spectral model of light interaction with hu-
man skin developed by Krishnaswamy and Baranoski (2004) and
Baranoski and Krishnaswamy (2010) known as BioSpec (see more
details about BioSpec in Appendix A). This model simulates the
reflectance spectra of skin specimens within the visible spectral
domain (i.e., from 400 to 700 nm). It takes into account the speci-
mens’ biophysical characteristics described through a set of bio-
physical parameters. In this work, unless otherwise stated, we
employed the default values assigned for these parameters in the
online version of the model (Natural Phenomena Simulation
Group, 2011). This set of parameters includes the concentration
of eumelanin and pheomelamin. Although BioSpec was developed
for healthy skin tissue, we believe that by varying the concentra-
tion of eumelanin and pheomelanin we can obtain sound estimates
for the reflectance spectra of melanomas since the main factor
responsible for their distinct spectral appearance, notably in their
initial stages, is their high concentration of melanins (Lazova &
Pawelek, 2009).

In Fig. 3, we present a plate showing the skin colors that were
obtained by converting the reflectance spectra provided by BioSpec

Fig. 3. The possible colors of skin, varying the concentration of eumelanin from 20
to 300 g/L (in the horizontal axis) and the concentration of pheomelanin from 4 to
60 g/L (in the vertical axis).

given a wide range of parameter values (see Appendix B for more
details about how this conversion is performed). We varied the
concentration of eumelanin from 20 to 300 g/L, and the concentra-
tion of pheomelanin from 4 to 60 g/L, both with steps of 4 g/L, and
used the default values for the other model parameters. The choice
of using eumelanin predominantly in these simulations is sup-
ported by optical scanning studies in which the spectrum of malig-
nant melanomas tend to show an eumelanin predominance in
their spectral characteristics (Dimitrow et al., 2009; Zonios et al.,
2008). Thus, we used 71 and 15 values for the eumelanin and phe-
omelanin parameters, respectively, obtaining 1065 skin colors with
BioSpec. The colors appearing in the lesion images (photographs)
are matched with the skin colors derived from the reflectance
spectra provided BioSpec, and the estimates of the eumelanin
and pheomelanin parameters are obtained.

3.2.1. Extracting melanin variation features from skin lesion images
captured with standard cameras

Given a pixel, its color is compared to each one of the 1065 pos-
sible modeled colors obtained using BioSpec. This comparison,
consists of using the minimum Euclidean distance to find the mod-
eled color nearest to the pixel color. This information allows us to
estimate the concentration of eumelanin and pheomelanin in the
skin location that corresponds to this pixel. To compare the varia-
tion of the pigment concentrations within the lesion with the con-
centrations in healthy skin, we also extract these concentration
values in the healthy skin in the surround area outside the lesion.
In order to locate the healthy skin in the area surrounding the le-
sion, we dilate the binary mask obtained in the segmentation step
with a disk structuring element of 30 pixels of radius. Then, we
subtract the original segmented lesion binary mask from the di-
lated segmentation binary mask, obtaining just the region sur-
rounding the lesion with a width of approximately 30 pixels. An
example of this operation can be seen in Fig. 4. Located the healthy
skin region surrounding the lesion, we estimate the concentrations
of eumelanin and pheomelanin in each inner pixel in the way de-
scribed above. Given a healthy skin pixel, we also estimate these
values by minimum Euclidean distance to the 1065 modeled colors
as mentioned before.

After computing the estimates of the eumelanin and pheomel-
anin concentrations associated with a set of pixels of the given im-
age, we extract the following melanin features mf;:

mfi: Average of the eumelanin concentration of all pixels inside
the lesion segment;

mf,: Average of the eumelanin concentration of all pixels inside
the lesion segment as well as all pixels inside the healthy
skin surrounding area;

mfs: Standard deviation of the eumelanin concentration of all
pixels inside the lesion segment;

mfy: Standard deviation of the eumelanin concentration of all
pixels inside the lesion segment as well as all pixels inside
the healthy skin surrounding area;

mfs: The difference between the average of the eumelanin con-
centration inside the lesion segment and the average of

a) (b) (c)

(

Fig. 4. Examples of the binary masks used in the melanin features computation. (a)
The original image. (b) The lesion segmentation binary mask. (c) The binary mask
corresponding to the healthy skin area surrounding the lesion.
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the eumelanin concentration inside the healthy skin sur-
rounding area;

mfs: The ratio between the average of the eumelanin concentra-
tion inside the lesion segment and the average of the eumel-
anin concentration inside the healthy skin surrounding area;

We also consider six more pheomelanin features mf;-mfi,, sim-
ilar to mf;-mfg, but instead of using eumelanin concentration we
use the pheomelanin concentration.

4. Proposed two-stage melanocytic skin lesion discrimination
scheme

Once the features that characterize the melanocytic lesions are
extracted, we use these information to discriminate the malignant
and the benign cases. The following Sections detail our two-stage
discrimination approach, first using the ABCD rule-based features,
and next refining by the discrimination results using the melanin
variation features. The melanocytic skin lesion discrimination ap-
proaches proposed in the literature usually contain a single dis-
crimination step based on the ABCD rule, and as already
mentioned in Section 1, are not able to obtain the desirable 100%
of sensitivity. So, we add a second discrimination stage to our
scheme, trying to correct cases that incorrectly received a benign
label in the initial stage. The melanin variation features improve
the discrimination results obtained with the ABCD rule (first stage),
helping achieve a higher degree of sensitivity (i.e. so virtually no
malignant case would be missed).

4.1. First stage: melanocyetic skin lesion discrimination using the ABCD
rule

Based on the 52 ABCD features that have been extracted (see
Section 3.1), we generate a preliminary discrimination of benign
and malignant melanocytic skin lesions. However, classifiers tend
to be more efficient if these feature values are normalized (i.e. pro-
duce values within a specified range). We normalize feature values
with the z-score transformation (Aksoy & Haralick, 2000; Celebi
et al., 2007):

((vij — )/ Boj) +1)

Zij= 3 ; 3)

where y;; is the value of the jth feature of the ith sample (image), y;
and o; are the mean and standard deviation of the jth feature,
respectively, of all training set samples. After the z-score transfor-
mation, most of the Z;; values are in the [0,1] range. The out-of-
range values are saturated to either O or 1.

To create the training set, half of the samples in each class (be-
nign or malignant) are randomly selected. Additionally, since we
have a relatively small image data set, new samples are added to
the training set using the Smoothed Bootstrap Resampling method
(i.e., original samples are randomly selected, and new ones are cre-
ated adding a small amount of zero-centered noise to their feature
values, enlarging the data set (Young, 1990)). In our experiments,
we used zero mean Gaussian noise with ¢ =0.1, obtaining from
500 to 2500 samples for each class so the classes are balanced
(i.e., have the same number of samples). Using Normal probability
plots, we observed that Normality is a reasonable assumption for
our features, and by introducing small Gaussian noise we avoid
“ties” that may lead to overfitting in random oversampling
procedures.

Finally, we apply a classifier to determine the class (benign or
malignant) of each sample/image. We used a K-Nearest Neighbor
Classifier (KNN) with K =1, or simply a Nearest Neighbor Classifier,
because this is a very simple method where each sample/image is

assigned to its closest neighboring class in Euclidean (feature)
space. Besides its simplicity, this method has been used in melan-
ocytic skin lesion image classification research (Burroni et al.,
2004; Dreiseitl et al., 2001), producing very accurate results (Cav-
alcanti & Scharcanski, 2011). Also, this classifier also has been suc-
cessfully used for the classification of non-melanoma skin lesions
(Ballerini, Fisher, Aldridge, & Rees, 2012a, 2012b).

4.2. Second stage (beyond the ABCD rule): melanocytic skin lesion
discrimination with melanin variation features

A desirable characteristic for prescreening systems is to
achieve 100% of sensitivity, i.e. to not identify mistakenly any
malignant case as benign. However, we observed in our experi-
ments that considering the proposed melanin variation features
mfi-mfi, in the first classification stage, i.e. when using the
KNN classifier, is not efficient to achieve this goal (i.e. of obtaining
high sensitivity). So, in order to reach high sensitivity rates, we
propose to include a second classification stage. After obtaining
the first melanocytic skin lesion classification result, we re-clas-
sify all samples/images that have been initially identified as be-
nign using the melanin variation features mf;-mfi,. This second
stage is based on the Bayes’s Classifier (Alpaydin, 2004) (which
provided the best classification results in our experiments), and
assigns a sample to the most likely class based on the extracted
features. Let L be a set of melanin features [mfj,...,mf;2] extracted
from a lesion, D=1 the malignant class and D=0 the benign
class. Using Bayes’ rule, the posterior probability P(D|L) of assign-
ing a lesion to class D can be written as:

P{LID)P(D)

P(D|L) = D 4)

where, P(L|D) is the conditional probability of finding a lesion with
the L characteristics in class D, P(D) is the prior probability of class
D, and P(L) is the evidence and it represents the probability that the
features L are seen. To the best of our knowledge, P(D) is not known,
and considering that our training sets have an equal number of
samples per class, we consider P(D=0)=P(D=1) and this term
can be discarded from Eq. (4). Since P(L) is constant with respect
to argmaxp(P(L|D)/P(L)) and therefore has no effect on the solution,
it can be also discarded, and a lesion can be considered malignant if:

P(LID = 1) > P(LID = 0) (5)

and it is benign otherwise. This classification method is usually re-
ferred to as the Maximum Likelihood Classifier. So, the challenge is
to properly estimate P(L|D) in a way that minimizes the probability
classification error. To perform this task and generate accurate clas-
sification results, we propose the following discrimination scheme:

o To generate the training set, we use half of the samples of each
class (the same samples that have been randomly selected to
train the first discrimination stage). Since the number of sample
is small, specially in the benign class, we use again Smoothed
Bootstrap Resampling (see Section 4.1) to generate 2500 sam-
ples for each class (i.e., benign and malignant), adding Gaussian
noise (¢t =0 and ¢ = 0.1) to the original mf; features. In this way,
we obtain more statistical significant data;

Given the training set and a subset i/ containing the mf; fea-
tures, we generate two multivariate probabilities density func-
tions (pdfs): one for the benign class P(L|D = 0) and one for the
malignant class P(L|D = 1). We model these pdfs using an unsu-
pervised modified EM (Expectation—-Maximization) algorithm
to identify finite Gaussian mixture models as proposed by
Figueiredo and Jain (2002);

Each sample L that has been previously classified as benign is
re-tested, and it is re-classified by a Maximum Likelihood Clas-
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sifier as malignant if its Y/ features indicate a higher probability
of being malignant (see Eq. (5)).

We tested this two-stage discrimination scheme with different
Y sets of features, and the obtained results are presented in
Section 6.

5. Method overview

In the last three Sections we presented all the steps of the pro-
posed two-stage discrimination scheme, and Fig. 5 presents the
overall system workflow used to identify a melanocytic skin lesion
as benign or malignant. We start by preprocessing the input image,
i.e. attenuating the shading effects, and segmenting the skin lesion.
After that, the first discrimination stage is performed, using the 52
features based on the ABCD rule and a KNN classifier, assigning a
benign/malignant label to the imaged lesion.

The second discrimination stage tries to enhance as much as
possible the melanocytic skin lesion classification sensitivity. All
images that have been initially classified as benign are re-classified
now using the melanin variation features extracted from inside the
lesion and from the healthy skin area surrounding the lesion. The
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Fig. 5. Overall system workflow.

final classification result is provided by a Maximum Likelihood
Classifier.

6. Experimental results

We performed our experiments on the same image dataset that
have been used in the experiments of Alcon et al. (2009). They col-
lected an image set containing 45 benign atypical nevi (or Clark
nevi) and 107 melanomas from the Dermnet dataset (Dermnet
Skin Disease Image Atlas, 2009).

Considering that training our proposed two-stage discrimina-
tion scheme requires a random resampling step, we repeated the
whole process 50 times, seeking to obtain a training set that char-
acterizes well the two classes, i.e., the benign and malignant cases.
Furthermore, we tested different i sets of melanin variation fea-
tures (see Section 4.2), trying to identify the feature set that ob-
tains less false negatives. We started the selection of the
feature sets by taking each mf; feature individually, and then in-
creased the set size by adding one more feature at a time, until
we reached six features per set, when we observed that the ob-
tained results were decreasing in quality. We tested all the possible
feature set combinations: all the 12 features individually, the 66
combinations of two features, the 220 combinations of three fea-
tures, the 495 combinations of four features, the 792 combinations
of five features, and 924 combinations of six features. In Table 2 we
present the iy feature sets considering these number of features
that resulted in the best classification results, i.e. the sets that ob-
tained 100% of sensitivity associated with high specificity, and
using the number of times that results was obtained as a tie-
breaker. We also tested the 6 eumelanin features, the six pheomel-
anin features, and the combination of all 12 melanin variation
features as three feature sets, and the corresponding results also
are presented in Table 2.

Considering that for each feature set yy we generate randomly
50 training and testing sets by Smoothed Bootstrap Resampling,
we only present the average results, the best obtained results in
terms of accuracy and the number of times that these results were
obtained (when testing with the 50 different sets). However,
although we use randomly generated training sets to improve
the chance of characterizing well the lesion classes, it shall be ob-
served that we only use the original data (and not the synthetic
data) for testing.

It is important to observe that in the experiments of Alcon et al.
(2009) with the same dataset, but not including bootstrapping in
their training step, the best obtained results were: sensitivity of
89.72% and specificity of 75.56%. Later, Cavalcanti and Scharcanski
(2011) included the bootstrapping step, and presented a system
even more accurate in this dataset, achieving a sensitivity of
96.2% and a specificity of 97.7%. So, comparing the results of these
approaches with our results shown in Table 2, we may conclude
that our proposed discrimination scheme potentially can enhance
the sensitivity (i.e., reduce the number of false negatives), while
maintaining or even increasing the accuracy, although the specific-
ity may decrease slightly. The set of features containing all 12 mel-
anin variation features obtained very good results in average, and
achieved 100% of sensitivity in 11 of the 50 test sets. However,
the best classification results have been obtained using the feature
set yy = {mfs,mfg,mf10,mf12}. This set containing one feature based
on the eumelanin concentration and three based on the pheomel-
anin concentration achieved 100% of sensitivity in 24 of the 50 test
sets, combined with high specificity and, consequently, high
accuracy.

Important to observe the presence of mfg and mfi; (i.e., the ratio
between the eumelanin concentration inside the lesion and in the
healthy skin, and the ratio between the pheomelanin concentra-
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Table 2
Discrimination results in 50 trials.

4061

Sensitivity (%)

Specificity (%)

Accuracy (%)

Number of times the result was obtained

¥ ={mfi2} Average 100
Best result 100

v ={mfiomfi2} Average 99.83
Best result 100

¥ = {mfemfro.mfi2} Average 99.68
Best result 100

Y = {mfs,mfs,mfr0,mf12} Average 99.70
Best result 100

¥ = {mfsmfe,mfiomfi1,mfi2} Average 99.57
Best result 100

Y = {mfs,mfe,mfs,mf10,mfr1,mfr2} Average 99.64
Best result 100

Y ={mfy,...,mfe} Average 99.35
Best result 99.07

Y ={mfs,....mf12} Average 99.66
Best result 100

Y ={mfy,...,mf3} Average 99.48
Best result 100

73.02 92.01 -
80 94.08 1
85.87 95.70 -
95.56 98.68 2
90.76 97.04 -
97.78 99.34 6
96.18 98.66 -
97.78 99.34 24
95.96 98.50 -
97.78 99.34 16
94.31 98.07 -
97.78 99.34 9
90.18 96.63 -
97.78 98.68 8
92.98 97.68 -
97.78 99.34 4
96.31 98.54 -
97.78 99.34 11

Discrimination results in 50 trials (best results are in bold face).

tion inside the lesion and in the healthy skin) in the feature set that
obtained the best classification results. That indicates that
although the concentration of melanin inside the lesion is an
important feature to discriminate malignant and benign cases, it
is also important to consider the characteristics of the healthy skin
to identify if the lesion pigmentation variation is comparable to a
melanoma or not.

We also analyzed the performance of each classification stage of
our approach separately. We observed that when our system
achieves its best result (i.e., sensitivity of 100%, specificity of
97.78% and accuracy of 99.34%), the first stage which uses the
ABCD features only generated a sensitivity of 96.26% and specific-
ity of 97.78%, and a total accuracy of 96.71%. Considered indepen-
dently, the second stage which is based on melanin features,
obtained a lower sensitivity to 94.39%, high specificity of 100%,
and 96.05% of accuracy. However, it is important to recall that
we only use this second stage for the samples that have been pre-
viously classified as benign (as a verification stage). Consequently,
our two-stage approach achieves 100% of sensitivity and a very
high level of accuracy (i.e. 99.34%). Although the second stage indi-
vidually obtains worse results in terms of sensitivity and accuracy,
our experiments demonstrate that the melanin features potentially
can help identify melanomas that have been erroneously classified
as benign initially.

It shall be observed that our results were obtained using the
1065 different skin colors, that have been modeled using the aver-

Fia

(a) (b)

Fig. 6. Examples of lesions that have been previously identified as benign and then
were correctly re-classified as malignant. These images are displayed with their
illumination corrected for better visualization.

age characteristics of human skin. Our classification results suggest
that our approach potentially could estimate the melanin variation
in different types of skin. Despite of the fact that our image set does
not retain any information about patients, the variability of skin
characteristics is noticeable in this set. However, this dataset does
not include melanocytic lesions occurring in dark (black) skin, and
computing a different color table may be necessary for these skin
tones. The very low incidence of melanomas (melanocytic lesions)
in dark (black) skin, and the focus on the most common cases, jus-
tifies the absence of such examples of in our dataset. In fact, the
incidence of melanomas in dark (black) skin is a rare phenomenon,
and recent statistics show this incidence to be more than 20 times
lower than in other skin tones (Howlader et al., 2012).

In Fig. 6, we illustrate two examples of melanocytic skin lesions
that have been incorrectly identified as benign nevi in the first clas-
sification stage, and then were correctly classified as malignant
melanomas in the second classification stage using the proposed
melanin variation features.

7. Conclusions

According to recent studies (Marchesini et al., 2009; Matthews
et al,, 2011; Zonios et al., 2010), the concentration of the two main
classes of melanin present in human skin, eumelanin and pheomel-
anin, can potentially be used to identify melanocytic skin lesions as
benign or malignant if employed in conjunction with current diag-
nostic techniques. Based on these observations, we presented in
this paper a new method that uses only a standard camera image
(a simple photograph) to compute classification features based
on the estimation of eumelanin and pheomelanin contents in mel-
anocytic skin lesions, and employs these melanin features in a two-
stage classification scheme.

In medical applications, it is especially desirable that a presc-
reening system achieves 100% of sensitivity, i.e., all malignant
cases are correctly classified and no false negatives occur. How-
ever, as far as we know, this goal still poses a challenge for re-
searches. With this objective in mind, we proposed a scheme
that starts with a discrimination stage based on the ABCD rule,
which are well known medical criteria that prescreening systems
usually try to implement. Next, a second discrimination stage
based on melanin variation features is used to help improve the
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discrimination sensitivity and accuracy. Our preliminary experi-
mental results suggest that the proposed framework which com-
bines ABCD rule-based and melanin variation features potentially
can be very accurate and obtain high sensitivity values (near
100% in our experiments). In addition, we remark that although
the proposed framework is designed for pre-screening purposes,
which ideally should involve melanocytic skin lesions (e.g., mela-
nomas) in their initial stages, our experiments were performed
on images depicting melanomas in different stages of develop-
ment. Hence, the high level accuracy of our preliminary results also
illustrates the robustness of the proposed framework with respect
to different input data (skin images).

As future work, we plan to test our framework more extensively
in clinical trials, and make it part of a complete teledermatological
system. As more biophysical data on melanomas becomes avail-
able, we also intend to further enhance its predictive capabilities,
notably with respect of melanomas in advanced stages, by incorpo-
rating into our simulations other factors affecting the spectral sig-
natures of melanocytic lesions such as abnormalities in the
distribution and morphology of the melanosomes. Nevertheless,
other features could improve the reproduction of the ABCD rule
and we intend to develop and test it according to necessity. For
example, fuzzy counters to represent the color presence (i.e.,
assigning weight distances to each reference color) and textural
descriptors trying to identify the dermatological structures may
possibly contribute for the differentiation of malignant and benign
cases.
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Appendix A. BioSpec: a spectral model of light interaction with
human skin

For completeness, we summarize the main characteristics of the
BioSpec model in this section. We remark that detailed descrip-
tions of BioSpec can be found in the related publications (Baranoski
& Krishnaswamy, 2010; Krishnaswamy & Baranoski, 2004) and its
source code is openly available online (Natural Phenomena Simu-
lation Group, 2011).

The BioSpec model uses Monte Carlo based algorithms to simu-
late the processes of light propagation (surface reflection, subsur-
face reflection and transmission) and absorption in the skin
tissues. It considers the stratification of skin into four semi-infinite
main layers: stratum corneum, epidermis, papillary dermis, and
reticular dermis. The model parameter space includes: the refrac-
tive index and thickness of each layer, the refractive index and
the diameter of collagen fibrils, the extinction coefficient, concen-
tration, and volume fraction of the main chromophores present in
the skin tissues (e.g., eumelanin, phaeomelanin, oxyhemoglobin,
deoxyhemoglobin, p-carotene and bilirubin) and the aspect ratio
of the stratum corneum folds.

The propagation of light in the skin tissues is simulated by the
BioSpec model as a random walk process (that rely on the genera-
tion of random numbers ¢, for j=1,2,...,9, uniformly distributed
in the interval [0, 1]) using ray optics. In this random walk process,
the transition probabilities are associated with Fresnel coefficients
computed at each interface between the layers, and the termina-
tion probabilities are determined by the ray free path length.

Once a ray hits a skin specimen at the air/stratum corneum
interface, it can be reflected back or refracted into the stratum cor-

neum. In the former case, the BioSpec model computes the distri-
bution of the reflected light taking into account the aspect ratio (or
oblateness) of the stratum corneum folds. In the BioSpec model,
these mesostructures are represented as ellipsoids. The aspect ra-
tio, ¢ € [0,1], of these ellipsoids is defined as the quotient of the
length of the vertical axis by the length of the horizontal axis,
which are parallel and perpendicular to the specimen’s normal
respectively. As the folds become flatter (lower ¢), the reflected
light becomes less diffuse. In order to account for this effect, the re-
flected rays are perturbed using angular displacements obtained
from the surface-structure function proposed by Trowbridge and
Reitz (1975), which represents rough air-material interfaces using
microareas randomly curved. These displacements are given in
terms of the polar perturbation angle:

~2 2
05 = arccos ((5 - 1>b> , (A1)
VSIS

where b corresponds to 1/(c? — 1), and the azimuthal perturbation
angle, ¢s, is given by 21¢é,.

If the ray penetrates the skin specimen, then it can be reflected
and refracted multiple times within the skin layers before it is
either absorbed or propagated back to the environment through
the air/stratum corneum interface. Since the subcutaneous tissue
is a highly reflective medium, for body areas characterized by the
presence of hypodermis, the BioSpec model assumes total reflec-
tion at the reticular dermis/hypodermis interface. In the epidermis
and stratum corneum, scattering is simulated using angular dis-
placements measured by Bruls and van der Leun (1984).

Every ray entering one of the dermal layers is initially tested for
Rayleigh scattering. If the test fails or the ray has already been
bounced off one of the dermal interfaces, then the ray is random-
ized around the normal direction using a warping function based
on a cosine distribution in which the polar perturbation angle, o,
and the azimuthal perturbation angle, 3., are given by:

(0, ) = (arccos((1 - &)%), 2m¢4). (A2)

In order to perform the Rayleigh scattering test, the spectral
Rayleigh scattering amount, (1), is computed using the appropri-
ate expression for Rayleigh scattering involving particles (McCart-
ney, 1976). Next, a random number ¢&s is generated. If
& < 1 —e 5% then the ray is scattered using an azimuthal pertur-
bation angle, Bk, given by 2még, and a polar perturbation angle, o,
obtained using the following rejection sampling algorithm based
on the Rayleigh phase function (McCartney, 1976):

do
g = Ttés

3.
XZEQ
while <X > :%/6(1 + cos? o) sin ocR>

Once a ray has been scattered, it is tested for absorption. The
absorption testing is performed probabilistically every time a ray
starts a run in a given layer, and it consists in estimating the ray
free path length using an expression based on Beer’s law (Tuchin,
2000), and considering the total absorption coefficient, p(4), of a
given layer i, which takes into account the extinction coefficient
and the concentration of each pigment present in this layer. This
test consists in estimating the ray free path length, p(1), through
the following expression:

, 1 p
p(A) = TG In(¢&y) cos 0, (A3)
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where 0 corresponds to the angle between the ray and the speci-
men'’s normal. If p(1) is greater than the thickness of the layer, then
the ray is propagated, otherwise it is absorbed.

Appendix B. Converting the modeled spectral reflectance values
to skin colors

Unfortunately, we cannot directly access the original reflec-
tance values associated with the pixels of standard camera images.
Therefore, we first transform the modeled reflectance functions
R(Z) (in our experiments, obtained using BioSpec) to colors that
can be matched straightforwardly with the lesion colors appearing
in a standard image. The color tristimulus values XYZ can be calcu-
lated by the additive law of color matching (Lee, 2005):

X =NY"R(2) S(2) X(2) Az, (B.1)
Y= NZR(A) S(2) y(2) AL, (B.2)
Z= NZR()V) S(2) z(2) A, (B.3)

where S(2) is the relative spectral power distribution of the illumi-
nant, x(4), y(4) and z(4) are the spectral sensitivity functions, and
A/ represents the wavelength intervals. In our experiments, we
used the CIE Standard Illuminant D65 (Commission Internationale
de I’Eclairage, 2011), the CIE 1931 sensitivity functions of the stan-
dard observer for 2°, and A/ =5nm. The constant N is defined as
follows:

N=>"S(2) y(2) A (B.4)

Obtained the color tristimulus XYZ, we convert XYZ to the RGB space
using the sRGB standard (Lee, 2005):

R =3.2410X — 1.5374Y — 0.4986Z, (B.5)
G = -0.9692X + 1.8760Y + 0.0416Z, (B.6)
B' = 0.0556X — 0.2040Y + 1.0570Z. (B.7)

As shown in Lee (2005), to obtain the RGB colors in the correct
range, an additional non-linear transform is required. If
R,G',B' < 0.003040, then we obtain the corrected RGB color repre-
sentation by:

R=12.92R, (B.8)
G =12.92G, (B.9)
B=12.92B, (B.10)
otherwise,

R=1.055R"2% _ 0.055, (B.11)
G =1.055G""*% — 0.055, (B.12)
B =1.055B""% _0.055. (B.13)

Finally, the obtained RGB are normalized, i.e., are transformed to the
range [0,1], and then the correct eight-bit values RGB are obtained
by multiplying RGB by 255.
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