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Abstract
Predictive light transport models based on first-principles simulation approaches

have been proposed for complex organic materials. The driving force behind these

efforts has been the high-fidelity reproduction of material appearance attributes

without one having to rely on the manipulation of ad hoc parameters. These mod-

els, however, are usually considered excessively time consuming for rendering and

visualization applications requiring interactive rates. In this paper, we propose a

strategy to address this open problem with respect to one of the most challenging

of these organic materials, namely the human iris. More specifically, starting with

the configuration of a predictive iridal light transport model on a parallel-computing

platform, we analyze the sensitivity of iridal appearance attributes to key model

running parameters in order to achieve an optimal balance between fidelity and

performance. We believe that the proposed strategy represents a step toward the

real-time and predictive synthesis of high-fidelity iridal images for rendering and

visualization applications, and it can be extended to other organic materials.
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1 INTRODUCTION

The generation of realistic images has always been a challenge

for the computer graphics community, especially when these

images depict organic materials. One of the main research

avenues in this area involves the correct modeling of appear-

ance attributes.1 Another avenue involves the use of spe-

cialized graphics processing units (GPUs) to enable the fast

generation of believable images for interactive applica-

tions (e.g., Dorsey, Rushmeier, and Sillion and Chiang and

Fyffe2,3). As the advances in this area continue, the demand

for higher correctness to cost ratios in the image synthe-

sis process has been increasing accordingly. Recently, this

trend has been particularly intensified by initiatives aimed at

the development of hyperspectral visualization and rendering

systems.4,5

As stated by Greenberg et al.,6 predictability is instrumental

to increase the fidelity7 of the image synthesis process.6 It is

also the key for making it less dependent on manual tweaks.8

To achieve predictable rendering results controlled by bio-

physically meaningful parameters, one often needs to resort

to light transport models developed using first-principles

simulation approaches. Due to their performance overhead,

however, these models are usually not considered for use

in rendering and visualization applications with turnaround

times on the order of milliseconds.

Our research addresses these issues while focusing on the

human iris, arguably one of the most noticeable organic mate-

rials employed in the creation of virtual characters. As pointed

out by Lee et al.9 and Walt Disney himself,10 natural-looking

eyes are quite desirable for entertainment applications depict-

ing close-ups of human faces. From a life sciences perspec-

tive, there is also a strong interest in the visualization of

changes in the human iris’s chromatic attributes determined

by variations on the attenuation of light within the iridal

tissues. For example, in the medical field, a number of studies
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have related the incidence of several ocular diseases, such as

the degeneration of ocular tissues11 and melanoma,12 to these

attributes. The model known as iridal light transport (ILIT)

was specifically designed to support these computer graph-

ics and interdisciplinary applications involving the predictive

simulation of light interactions with the human iris.13 Its ray

optics formulation based on Monte Carlo methods, however,

is bound to incur relatively high processing times.

In this paper, we demonstrate that predictive light trans-

port simulations leading to realistic depictions of the human

iris can be executed at interactive rates. Initially, to make

inroads toward this objective, we have configured the ILIT

simulation algorithms on the GPU using compute unified

device architecture (CUDA).14 Although substantial perfor-

mance gains can be obtained using this platform, they are

insufficient for achieving our objective. For this reason, we

have focused our efforts on analyzing the sensitivity of iri-

dal appearance attributes to changes in key model running

parameters, namely spectral resolution and number of sample

rays. Our findings indicate that the selection of appropri-

ate values for these parameters is essential for obtaining a

high level of appearance fidelity while taking full advantage

of the performance gains resulting from the configuration

of ILIT on the GPU. We believe that such a strategy can

be used to obtain similar results for other complex organic

materials.

The remainder of this paper is organized as follows. In the

next section, we provide a concise review of related work.

We then describe the experimental framework employed in

the analysis of the effects of key ILIT running parameters on

the fidelity of modeled appearance attributes. Afterwards, we

present the results of our research and discuss their practi-

cal implications. Finally, we conclude the paper and indicate

directions for future work.

2 RELATED WORK

Different approaches have been employed by the computer

graphics community to generate realistic images of ocular

structures, in particular the human iris. For example, Sager

et al.15 proposed the rendering of an anatomically detailed

eye model to be employed in a surgical simulator. In their

work, the iris was represented using a Gouraud-shaded poly-

gon with colors specified by a color ramp. Lefohn et al.16

presented the first biologically motivated algorithm specif-

ically designed for the rendering of realistic-looking irides.

Their modeling approach was based on an ocular prosthet-

ics methodology where several multi-transparent layers are

combined to create an artificial iris. Wecker et al.17 pro-

posed an image-based technique that consists in decompos-

ing photographs of the human iris into several components.

These are subsequently recombined to generate distinct syn-

thetic iridal images. Lam and Baranoski13 then presented

ILIT as the first biophysically-based appearance model for

the human iris. We remark that we employ this model

as the instrument of our investigation. However, to con-

serve space, we refer the reader interested in its detailed

description to the publications where its was originally

described.13,18

After the development of ILIT, several works, mostly tar-

geting the generation of believable iridal images in real

time, followed. For example, Francois et al.19,20 introduced

an image-based method for estimating both iridal morphol-

ogy and optical parameters from iridal photographs. The

resulting iridal layered model was then employed in the

real-time rendering of believable eye images using the GPU.

Pamplona et al.21 proposed an image-based model for iri-

dal pattern deformation to be used in conjunction with a

physiologically-based model for pupil light reflex. Chiang

and Fyffe2 used a GPU-adapted normal mapping approach

to generate believable eye representations for real-time facial

rendering purposes. The appearance of the human iris was

modeled employing iridal chromatic attributes obtained from

photographs along with artistic tools to emulate effects like

caustics and refraction darkening. Jimenez et al.3 presented

a real-time shader-based eye rendering solution for use in

interactive applications. More recently, Bérard et al.22 pre-

sented a system to capture the geometry and texture of ocular

structures.

Although not directly related to the generation of realistic

images of ocular structures, for completeness, it is worth men-

tioning the model of individual photoreceptors found in the

human eye proposed by Deering.23 This model was developed

as part of a framework for investigating how changes in ren-

dering algorithms and in image display devices are related to

artifacts visible to human observers.

3 EXPERIMENTAL FRAMEWORK

In this section, we present the data and procedures employed

in our search for a practical strategy leading to the generation

of high-fidelity modeled appearance attributes at interactive

rates. We also concisely outline the GPU-specific optimiza-

tions performed during the implementation of the GPU ver-

sion of ILIT. For the sake conciseness, the reader interested

in more details about the steps involved in the reconfiguration

of the ILIT algorithms on the GPU using CUDA is referred

to a supporting document.24

3.1 Data and procedures
In our experiments, we considered three iris specimens with

distinct levels of pigmentation. These specimens, henceforth
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TABLE 1 Three sets of ILIT parameters employed to characterize

the distinct iridal specimens considered in this work

Darkly Moderately Lightly
Parameters pigmented pigmented pigmented

Eumelanin mass (mg) 2.53E-2 6.33E-3 1.00E-4

Pheomelanin mass (mg) 6.90E-3 1.75E-3 3.00E-5

ABL eumelanin (%) 90 50 10

ABL pheomelanin (%) 90 50 10

SL blood (%) 7 4 1

Note. ABL = anterior border layer; SL = stromal layer; ILIT = iridal light

transport.

referred to as lightly pigmented, moderately pigmented,

and darkly pigmented, are characterized by the biophysical

parameters depicted in Table 1. The values assigned for these

parameters correspond to actual biophysical data used in the

characterization of the main iridal layers, namely the ante-

rior border layer and the stromal layer. The reader interested

in more detailed information about their sources is referred

to the original publications describing the ILIT model.13,18

Similarly, for the spectral absorption coefficients of the pig-

ments considered in our implementations of ILIT, we used

measured data25 also reported in the scientific literature. We

note that the parameters depicted in Table 1 were those effec-

tively modified to characterize the three selected specimens,

while the remaining model parameters (fully listed on ILIT

website26) were kept fixed during our simulations.

FIGURE 1 Comparisons of modeled reflectance curves computed for the selected iris specimens using the central processing unit (CPU)- and

graphics processing unit(GPU)-based implementations of iridal light transport (ILIT). From top to bottom: darkly pigmented, moderately

pigmented, and lightly pigmented specimen, respectively. The curves were computed using distinct numbers of rays. From left to right: 103, 104,

105, and 106, respectively. All curves were computed considering a spectral resolution of 1 nm

The ILIT model can provide radiometric readings for dis-

tinct illumination and collection geometries. For example,

one can obtain directional-hemispherical reflectance quan-

tities by integrating the outgoing rays with respect to the

collection hemisphere using a virtual spectrophotometer.27

These quantities were used in our analyses of the sensitiv-

ity of modeled readings to changes in key model running

parameters, namely spectral resolution (denoted by sr) and the

number of sample rays (denoted by nr). More specifically, we

have computed iridal directional-hemispherical reflectance

curves within the spectral region between 400–700 nm for the

selected specimens (Figure 1). In the computation of these

curves, we considered an angle of incidence of 0◦ and dis-

tinct values for sr and nr. We note that the spectral iridal

reflectances computed for a given specimen tend to converge

to specific values as nr increases. We employed the curves

associated with these values as the fidelity reference curves

in our analyses. To obtain these reference curves, we used

sr equal to 1 nm (301 sample wavelengths) and nr equal

to 106 rays. It is also worth mentioning that the reflectance

curves depicted in this work, which were obtained through

the online version of the GPU-based implementation of the

ILIT model,28 match those that can be obtained through

the online version of its original implementation (central

processing unit [CPU]-based)26 using the same parameter

values.

We also generated iris swatches to complement our anal-

yses (Figures 2 and 3). The swatches’ chromatic attributes
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FIGURE 2 Iris swatches generated using modeled reflectance data computed considering different spectral resolutions. From top to bottom:

swatches generated for the darkly, moderately, and lightly pigmented specimens, respectively. Leftmost column: employing data sampled at three

wavelengths (463, 504, and 600 nm). Subsequent columns, from left to right: employing data sampled from 400 to 700 nm at every 50, 30, 10, and

1 nm, respectively. The simulations employed to obtain the modeled data were carried out using 106 rays

FIGURE 3 Iris swatches generated using modeled reflectance data computed considering different numbers of sample rays. From top to bottom:

swatches generated for the darkly, moderately, and lightly pigmented specimens, respectively. From the leftmost column to the fourth column:

swatches generated using modeled data obtained considering a spectral resolution of 30 nm and 103, 104, 105, and 106 sample rays, respectively.

Rightmost column: reference solutions obtained considering a spectral resolution of 1 nm and 106 rays

were obtained from the convolution of the illuminant spec-

tral power distribution, the modeled reflectance data, and

the broad spectral response of the human photoreceptors.29

This last step was performed employing a standard XYZ

to sRGB conversion procedure.30 Unless otherwise stated,

the iris swatches and the additional images presented in

this work were rendered considering the CIE standard D65

illuminant.31

Surely, the spectral responses of a given iridal specimen

can vary from one measurement point to another. Although
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one could modulate the values of the biophysical parameters

affecting its chromatic attributes according to the character-

istics of its underlying iridal structure, this process would

require detailed information about the specimen’s morphol-

ogy (e.g., tissue thickness variations) that is not readily

available. Hence, for practical purposes, we have elected

to use iridal texture variations to modulate the lightness of

the colors derived from the modeled reflectance data. For

consistency, we employed the same iridal texture for all

swatches.

To assess appearance fidelity, we initially visually

compared swatches (Figure 2) generated using modeled

reflectance data computed considering distinct spectral res-

olutions and nr equal to 106 with their respective swatch

reference, which was generated using the specimen’s

fidelity reference curve. We assigned to sr integer factors

of 300 nm (10, 30, and 50 nm) to ensure a uniform sam-

pling of the visible spectral region of interest (from 400

to 700 nm).

Besides visual inspection, we also employed a

device-independent CIE-based metric to compare modeled

results obtained using different combinations of simulation

running parameters. More specifically, we computed the

CIELAB differences32 between modeled chromatic attributes

and their corresponding reference values. These differences

are defined as

ΔE∗
ab =

√(
dL

2 + da
2 + db

2
)
, (1)

where dL, da, and db represent the differences L∗
1
−L∗

2
, a∗

1
−a∗

2
,

and b∗
1
− b∗

2
, respectively, in which L*, a*, and b* correspond

the CIELAB color space dimensions. These are calculated for

the modeled chromatic attributes (indicated by subscript 1)

and their respective reference values (indicated by subscript

2). We performed these calculations using standard colori-

metric formulas33 and setting the white point to the CIE D65

standard illuminant.31

We then repeated the comparisons for swatches (Figure 3)

generated using modeled reflectance data computed con-

sidering different numbers of sample rays and the spectral

resolution determined in the previous set of comparisons. The

purpose of these two sets of comparisons was to find an opti-

mal balance between appearance fidelity and performance

(reduced computational time). By performing the compar-

isons in this order, we have attributed more importance to sr.

This choice was motivated by the fact that this parameter has

a larger impact on the qualitative reproduction of appearance

attributes.

To assess the performance gains associated with the exe-

cution of iridal light transport simulations on the CUDA

platform, we have compared the framework’s GPU-based

implementation of ILIT with a multithreaded (C++)

CPU-based implementation of this model. These two imple-

mentations are henceforth referred to as ILIT-GPU and

ILIT-CPU, respectively. Both implementations were tested

on a server running Ubuntu 14.04 LTS with two hyper-

threaded Intel Xeon E5-2630 2.4 GHz CPUs (comprising a

total of 16 cores, 32 threads), 64 GB of RAM and a GTX

980 GPU. For completeness, we outline the GPU-specific

optimizations that were performed as part of this work in the

next subsection.

3.2 GPU-specific optimizations
The GTX 980 is able to execute blocks with up to 1,024

threads in each block, and the number of threads per block

should be a multiple of the thread warp size (32) to maxi-

mize hardware utilization.34 Through empirical testing,24 we

elected to employ 3,200 blocks, with each block containing 32

threads. This combination yields roughly 105 threads, which

is the number of sample rays normally used to obtain asymp-

totically convergent simulated spectrophotometric readings.27

For simulations employing such a higher number of sample

rays (usually a multiple, denoted by k, of 105), we run these

simulations k times on each thread.

We have also replaced all double precision floats in

the CPU-based implementation of ILIT by single-precision

floats. This was motivated by the fact that consumer GPUs

tend to have much faster single-precision performance com-

pared to double precision. A GTX 980 is capable of executing

32× more single-precision floating point instructions than

double-precision floating point instructions in a single clock

cycle.35 In addition, all math functions (cos, sin, log … ) were

replaced by intrinsic single-precision functions provided by

the CUDA API. Although these functions are less precise than

their C++ counterparts, they use fewer instructions. As we

demonstrate in the next section, the use of single-precision

floating point functions is sufficient for obtaining simula-

tion results with the same level of convergence and fidelity

observed in the results provided by the (C++) CPU-based

implementation of ILIT.

Finally, we optimized thread occupancy (the ratio between

the number of currently executing thread warps per streaming

multiprocessor unit to the maximum number of thread warps).

This optimization was attained by selecting an appropriate

number of registers to be allocated for a thread. A GTX 980

can have up to 2,048 threads in-flight on a single streaming

multiprocessor unit, assuming every thread uses no more than

32 registers. Setting the number of registers to 32, however,

caused excessive register spillover to occur. Again through

empirical testing,24 we determined that, by using 64 regis-

ters, we can improve performance at the expense of having a

smaller number of active threads.
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4 RESULTS AND DISCUSSION

Initially, we compared the modeled reflectance curves pro-

vided by the ILIT-GPU and ILIT-CPU implementations in

order to assess the correctness of the former. As stated in the

previous section, ILIT-GPU employs single-precision float-

ing point arithmetic to maximize performance. Hence, one

might expect that it would provide results with a higher level

of error than those provided by ILIT-CPU. The graphs pre-

sented in Figure 1 demonstrate, however, that the effects

of precision differences are negligible in comparison with

random fluctuations associated with the stochastic nature of

the ILIT model. We note that such random fluctuations are

expected, especially when one sets a relatively low value for

nr. As nr is increased, they are reduced accordingly, and the

curves computed by both ILIT implementations tend to show

a close agreement.

We then proceeded to assess the computational gains that

can obtained using the reconfigured ILIT algorithms. As

illustrated by the data presented in Table 2, ILIT-GPU out-

performed the multithreaded CPU-based implementation of

ILIT. We note that ILIT-GPU has an initialization time of

200 ms, which was included in Table 2. It is also worth

observing that the computational times increase for both

TABLE 2 Running times recorded for the light transport

simulations performed for the selected specimens using the

GPU-based (ILIT-GPU) and the multithreaded CPU-based

(ILIT-CPU) implementations of the ILIT model. The simulations

were carried out considering distinct numbers of rays (nr) and a

spectral resolution of 1 nm

ILIT-GPU (s) ILIT-CPU (s)

Darkly
nr pigmented
103 0.39 1.80

104 0.40 2.87

105 0.75 12.78

106 4.04 79.33

Moderately
nr pigmented
103 0.41 1.71

104 0.46 3.70

105 1.12 19.62

106 7.54 110.29

Lightly
nr pigmented
103 0.46 1.81

104 0.54 4.49

105 1.62 25.04

106 12.18 149.27

Note. ILIT = iridal light transport; GPU = graphics processing unit;

CPU = central processing unit.

implementations as the level of pigmentation is reduced. This

can be explained by the fact that the random walks tend to

take more steps to terminate when the probability of light

absorption is reduced.

For completeness, we also provide the corresponding

speedup factors in Table 3. It is worth noting that the recorded

speedup factors of the ILIT-GPU with respect to a single

threaded CPU-based implementation of ILIT were on the

order of 100×.

For applications aimed at providing predictable results at

interactive rates, one should strive to maintain high levels of

both fidelity and performance. With this goal in mind, we

investigated the sensitivity of modeled chromatic attributes to

changes in the key model running parameters, namely sr and

nr. We started with the former as we describe next.

Traditionally, image synthesis systems employ three sam-

ple wavelengths, whose selection may vary from one user

to another. For comparison purposes, we considered three

wavelengths, namely 463, 504, and 600 nm, representative

of the blue, green, and red regions of the light visible spec-

trum, respectively. As it can be verified by visually inspecting

the iris swatches presented in Figure 2, the results obtained

when one considers only three sample wavelengths may differ

markedly from more comprehensive spectral solutions. They

also indicate that the results tend to converge to a reference

solution as we increase the number of sample wavelengths

(from 3 to 7, 11, 31, and 301). However, in order to obtain

an image with a high appearance fidelity with respect to this

reference solution, one does not necessarily need to resort

to an extremely fine, and consequently costly, spectral reso-

lution. For example, as it can also be observed in Figure 2,

swatches obtained using a sampling interval of 30 nm (11

wavelengths) are visually indistinguishable from their respec-

tive reference swatches obtained considering an interval of

1 nm (301 wavelengths).

In order to quantitatively assess the fidelity of the swatches

generated using modeled data obtained considering sr equal

TABLE 3 Speedup factors of the ILIT-GPU with respect to the

multithreaded CPU-based implementation of the ILIT model. These

factors refer to the iridal light transport simulations performed for the

selected specimens, which were carried out considering distinct

numbers of rays (nr) and a spectral resolution of 1 nm

Darkly Moderately Lightly
nr pigmented pigmented pigmented

103 4.57× 4.15× 3.94×
104 7.10× 7.90× 8.19×
105 16.95× 17.50× 15.44×
106 19.61× 14.62× 12.24×

Note. ILIT= iridal light transport; GPU= graphics processing unit; CPU= central

processing unit.
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TABLE 4 CIELAB ΔE∗
abdifferences computed for the selected

specimens’ swatches (depicted in Figure 2), which were generated using

modeled data computed considering three distinct spectral resolutions

(srgiven in nanometers) and 106rays. The color differences were

calculated with respect to the specimens’ specific reference swatches

(also depicted in Figure 2, rightmost column), which were generated

using modeled data computed considering a spectral resolution of 1 nm

Darkly Moderately Lightly
sr pigmented pigmented pigmented

50 1.59 5.75 6.77

30 0.27 0.33 0.38

10 0.05 0.11 0.05

FIGURE 4 Image rendered using modeled iridal reflectance data

to 10, 30, and 50 nm, we computed their CIELAB ΔE∗
ab

differences Equation (1) with respect to the corresponding

reference solutions. As expected, these differences (Table 4)

decreased as we reduced the spectral sampling intervals.

Moreover, for sr equal to 30 nm, the values are smaller than

2.3, the experimentally determined perceptibility threshold

for CIELAB chromatic differences.32,36 This quantitatively

demonstrates that the swatches generated considering a sam-

pling interval of 30 nm show no noticeable differences with

respect to their reference swatches.

FIGURE 5 Images rendered using modeled iridal reflectance data computed for the darkly (left), moderately (center), and lightly (right)

pigmented iris specimens

After determining a suitable value for sr, we examined the

impact of nr. Again, as it can be inferred by visually inspecting

the swatches presented in Figure 3, a combination considering

a spectral resolution of 30 nm and 104 rays (second column

from the left) is sufficient to obtain results which closely

agree with their corresponding reference solutions (right-

most column). This aspect is also supported by the CIELAB

ΔE∗
ab differences Equation (1) computed for the swatches

generated using these parameter values. More specifically,

when compared to the experimentally determined thresh-

old of 2.3,32,36 the magnitude of these differences, namely

1.16, 0.63, and 0.57 for the darkly, moderately, and lightly

pigmented specimens, respectively, indicates that this combi-

nation of parameter values can be used to obtain chromatic

attributes that are indistinguishable from their corresponding

reference solutions.

In terms of performance, setting sr equal to 30 nm and

nr equal to 104 rays enables us to reduce the time spent

in the simulations to 3.72, 6.30, and 9.71 ms, respectively,

which are values below a latency time of 16 ms (associ-

ated with an update rate of 60 Hz) appropriate for interactive

applications.37 We note that these values do not include the

GPU initialization time mentioned earlier because this step

needs to be performed only once for interactive applications.

In other words, it does not need to be repeated for each frame

rendered using modeled iridal reflectance data.

We fully recognize that the synthesis of realistic-looking

images of human eyes is a challenging process. As such, it

requires due attention to be given to all stages of the rendering

pipeline, starting with the selection of geometrical models and

textures representing the distinct ocular structures. Clearly,

these aspects are beyond the scope of this work, which focuses

on the iris’s spectral responses. However, we remark that

these responses play a central role in this process. Hence, we

believe that the proposed strategy can effectively contribute

to the interactive generation of images that are both believ-

able and predictable depictions of the human eye. This aspect

is illustrated by the images presented in Figures 4, 5, and 6,



8 of 10 KRAVCHENKO ET AL.

FIGURE 6 Images rendered using modeled iridal reflectance data computed for the darkly (left) and moderately (right) pigmented iris specimens

and considering two distinct CIE standard illuminants: A (left) and D50 (right)

which were rendered using a standard ray tracer and modeled

iridal reflectance data obtained considering the selected com-

bination of simulation running parameters (sr= 30 nm and

nr=104 rays).

With respect to usability of the accelerated version of ILIT

developed for this work, we note that it can be seamlessly inte-

grated into rendering systems that support GPU-based imple-

mentations. Alternatively, it can be employed to provide iridal

appearance data on demand for image synthesis applications

running on different computational environments.

Finally, it is worth stressing that only a small subset of the

ILIT parameters (Table 1) needs to be modified so that one

can obtain markedly distinct chromatic attributes for iridal

specimens. This is particularly convenient when one wants to

streamline the image synthesis process. If necessary, however,

its detailed parameter space allows experimentation with a

wide range of biophysical factors affecting iridal appearance.

Hence, besides the support to the efficient rendering of real-

istic eye images for artistic and entertainment applications,

the ILIT-GPU can potentially be employed in educational and

scientific applications involving rapid visualizations of iri-

dal appearance variations as illustrated in the supplementary

video.38

5 CONCLUSION AND FUTURE
WORK

Distinct trends can be observed in image synthesis research.

At one end of the spectrum, efforts have been directed toward

the fast generation of believable images for a large variety

of artistic and entertainment applications, from movie effects

to video games. At the other end of the spectrum, different

initiatives have been aimed at the generation of images with

the highest possible level of biophysical correctness. Among

these initiatives, one can include the development of pre-

dictive appearance models for a large variety of natural and

man-made materials. The simultaneous realization of high

levels of appearance fidelity and performance is usually prob-

lematic, however, because researchers often have to sacrifice

one to get the other.

In this paper, we presented a strategy aimed at conciliating

these seemingly conflicting goals. We used an experimental

framework that incorporates advances at both ends of the ren-

dering research spectrum in order to demonstrate its feasibil-

ity. More specifically, after reconfiguring the ILIT algorithms

on the GPU using CUDA, we examined the trade-offs involv-

ing different combinations of key model running param-

eters. Our findings indicate that high-fidelity appearance

attributes can be obtained through first-principles light trans-

port algorithms executed at interactive rates. Accordingly,

these attributes can be employed in the efficient synthesis of

iridal images that are not only realistically looking, but also

predictable.

We believe that our experimental investigation can be

viewed as a proof of concept for a broad range of interac-

tive applications involving the rendering and visualization of

different organic materials. Accordingly, as future work, we

intend to demonstrate that the proposed strategy for balancing

fidelity and performance can lead to similar results for other

organic tissues like human skin and blood.
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